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ABSTRACT 
Considering the increased usage and our increasing dependency in today’s world on 

electronic data, substantial part of which is in textual form, it becomes necessary to 

devise scientific methods to infer and extract knowledge from such abundant electronic 

documents for strategic decision making in any target domain under consideration. The 

purpose of this study is to develop a common platform where all the similar text from 

multiple source documents from internet can be fetched and grouped using text mining 

and document clustering techniques. This chapter elaborates the method of hierarchical 

agglomerative text clustering approach to identify similar groups within documents. The 

method of Principal Components Analysis on text data is also further elaborated. 

Further combination of the two methods is proposed to find suitable clusters in text data 

and the results obtained show better quality clusters. For the purpose of experiments, 

plot summaries of movies from Wikipedia are used as the source document corpus. 

Various document pre-processing techniques are also explained and applied to the 

documents. The proposed method to get suitable clusters of similar movies can be used 

for recommendation to users. R programming is used for implementation of algorithms 

and visualization of the results. 

Keywords: Data Mining, Hierarchical Agglomerative Clustering, Principal 

Components Analysis, Text Clustering 
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1. INTRODUCTION 

With large abundance of electronic data available in today’s era of internet, data 

mining becomes a very sought for field to extract information from such huge 

data for enhancing business and making business decisions [1]. A specialized 

field within data mining is text mining which focuses on mining information 

from textual data. Typical applications of text mining would be in the areas of 

document classification, sentiment analysis, document clustering, entity relation 

modeling and others [2]. 

Textual data is available in huge size in the form of web pages, digital libraries, 

articles, blogs, emails etc. In order to analyze this data, the data must be first 

converted into numeric form. Various pre-processing and data transformation 

techniques need to be applied to convert the textual data into equivalent numeric 

form. Data in the form of documents from various sources under the target 

study are collected. Document collection, also called Document corpus, is then 

subject to various pre-processing techniques. The focus of this study is to study 

and apply text mining techniques for clustering similar texts. 

Clustering is one of the popular data mining functionalities that aims at 

identifying natural groupings within a data population based on similarity. 

Every data point is compared to every other data point in the population and 

based on some similarity measure chosen, they are assigned to groups. 

Document clustering is the application of clustering algorithms to collection of 

documents to derive meaningful clusters of documents [3]. This is a form of 

unsupervised learning since actual cluster labels in the data are not known in 

advance [4, 5]. 

The aim of this case study is provide a platform for choosing movie according 

to one’s taste from plethora of options available and without having to search 

multiple sources. The platform should fetch similar movies based on any 

criterion like genres, artists, date etc. so that one can choose a movie of his taste 

almost immediately without having required searching multiple sources. 

2. FOUNDATIONS 

2.1 Text Mining 

Text mining is an area which deals with processing of textual data which is 

unstructured like free flowing text on web pages, digital libraries, articles etc. to 

derive some underlying hidden knowledge [6]. These huge document 

collections which are not structured need to be cleaned and converted into a 

form which can be used for machine learning. Various pre-processing 

techniques mentioned in [1, 2, 6] that need to be applied to the documents are 

listed below: 
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2.2.1 Tokenization 

Each document is subject first tokenization i.e. breaking of the document into 

collection of words or tokens. This is done typically using some delimiters such 

as whitespaces. 

2.2.2 Remove Stop Words 

Majority words in documents are actually noise i.e. words that may not really 

add any value to the analysis. For e.g. articles, prepositions, conjunctions etc. 

These are typically called stop words and need to be removed from the 

documents. 

2.2.3 Stemming 

Another major activity is stemming i.e. reducing the words to their root form. 

For e.g. words “running” or “ran” both have the same root word viz. “run”. So 

they are both replaced with the word “run”. Various stemming algorithms are 

available to reduce the words to their stems like Porter’. 

2.2.4 TF-IDF Conversion 

The documents, thus cleaned, need to be converted into numeric form such that 

they can be fed as an input to the mining algorithms. This can be done using TF-

IDF (Term Frequency – Inverse Document Frequency) conversion. In this 

technique, each document is converted into a vector of words, where each word 

is represented by a number depicting its importance in the document collection. 

In the TF-IDF representation, the frequency of each word is normalized by its 

IDF.IDF reduces the weight of very frequent words that occur in maximal 

number of documents in the corpus thereby reducing the significance of 

commonly occurring words in the corpus. Words that occur frequently in a 

document but are rare across the document corpus are of interest as they would 

add value when comparing the documents for similarities in the clustering 

context. This method does so by assigning weighted scores to each word in the 

documents. For every document, each term is replaced by TF-IDF score 

explained in [7-9] which is calculated as follows (“doc” in the equations 1 and 2  

indicates a document in the corpus): 

 

frequency ("term" ) in a doc
TF ("term" ) =  

total no.of terms in the doc
        (1) 

 

log(total no.of docs)
IDF ("term" ) =  

no.of docs containing the term
                (2) 

 

) term"(" IDF* ) term"(" TF=) term"(" IDF-TF        (3) 
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2.2 Document Clustering 

Document clustering aims at identifying segments within a document collection 

based on similarities [10]. It is a form of unsupervised learning since the groups 

within the documents are not known beforehand [11]. The model is trained 

based on the existing documents and its characteristics (typically words) so that 

groups within the data can be discovered based on similarities. There are 

various clustering approaches available. In this section we provide an overview 

of hierarchical clustering technique and Principal Components Analysis. 

2.3 Hierarchical Clustering Technique 

This technique starts with every document in a single cluster and goes on 

merging the clusters that are most similar till getting a single cluster. The 

clustering process and the result are displayed in the form of a tree or a 

“dendogram”. The tree portrays the complete merging process showcasing the 

intermediate clusters at each level. 

There are two different approaches within the hierarchical techniques: 

agglomerative and divisive. Agglomerative is a bottom-up approach that 

assumes every document in a single cluster at the bottom and goes on merging 

the clusters till single cluster at the top. Divisive approach is a top down 

approach starting with all data points in a single cluster at the top and then these 

are split on some similarity criterion recursively until every document is in 

separate cluster. In this section we describe the hierarchical agglomerative 

clustering (HAC) algorithm as in [12, 13, 14]. 

Hierarchical Agglomerative clustering algorithm: 

i. Initially every document is treated as a separate cluster. 

ii. Calculate a distance matrix which depicts the pair-wise similarities 

between clusters. 

iii. Find the pair of clusters that are closest (most similar), remove the pair 

from matrix and merge them. 

iv. Update the distance matrix to reflect the distances between the new 

cluster and other clusters. 

Repeat steps (3) and (4) above until the distance matrix is reduced to a single 

element. 

2.4 Principal Components Analysis 

Principal Components Analysis is a method for reducing dimensions in such a 

way that the information loss is minimal [20, 21]. The basis of PCA is to 

identify the most significant of the components that capture maximum variance 

in the data [22].  One of the main objectives is to reduce the redundancy of the 

data.  
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Document term matrix used in text mining consists of rows as the document 

names and columns are the terms in the documents. This matrix is sparse due to 

the large number of terms. These terms are the dimensions in the case of 

document corpus and our objective is to reduce this number of terms and 

identify the most important or principal terms.  

New set of terms is obtained by combining the old terms such that the new set 

of terms is either less than or equal to the number of old terms, indicate the 

maximum spread in the data and are representative of the original terms as they 

are derived from original terms. These new terms are called as principal 

components and are representative of more significant of the terms in the 

document corpus. Thus with PCA, the less significant terms of the corpus may 

be dropped thus reducing the dimensions for any text analysis. 

3. RESEARCH METHODOLOGY 

3.1 Data Collection And Transformation 

Based on the motivation of getting movies according to one’s taste, the dataset 

chosen for the purpose of this case study is reading Wikipedia pages of several 

movies of different genres. The document corpus was formed by adding the plot 

summaries of various movies from their Wikipedia pages. Movies from 

following 5 different genres were collected:  

(1) Action thriller 

(2) Comedy 

(3) Animation 

(4) Extra terrestrials 

(5) Fantasy 

The document corpus is shown in Fig. 1. 

 

 

 

Fig. 1. Document Corpus 
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Tokenization, stop words removal and stemming are performed and document 

term matrix is formed. In this matrix the rows indicate the documents and the 

columns are all the distinct words. Each cell in the matrix indicates the 

frequency of the word in the corresponding document. The document term 

matrix is shown in Fig. 2 . The sparsity is 90% which is high indicating that 

there are distinct terms in the corpus which are not common, meaning not 

present in all of the documents. This is good when we compare the documents 

for similarity in the clustering algorithms. 

 

 

Fig. 2. Document Term Matrix 

3.2 Conversion to vector space model 

After cleaning the document using the pre-processing steps like tokenization, 

stop words removal and stemming, the corpus is converted to Vector Space 

Model (TF-IDF representation) as explained in [17]. TF-IDF value for every 

term in the document is calculated using equation (3) above. This document 

corpus is transformed into vector of values. Each document vector consists of 

TF-IDF value for each of the term in the document. Fig. 3  shows a portion of 

the TF-IDF representation for the documents. 

3.3 Similarity Measure 

Since clustering is based on grouping of similar documents, some similarity 

measure must be chosen to compare the documents. There are a number of 

possible measures for computing the similarity between documents. One of the 

most widely used is the cosine measure, which is explained in [8, 12, 17, 18] 

and defined as: 

 doc1* doc2
cosine(doc1,doc2)= 

| doc1 || doc2 |
    (4) 
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Fig. 3. TF-IDF representation of the document corpus 

4. EXPERIMENTAL RESULTS 

4.1 Optimal number of clusters 

There are various methods to find the optimal number of clusters of which few 

popular ones are listed below: 

4.1.1 Elbow method 

In this method as explained in [19], the number of clusters is plot as a function 

of within cluster sum of square distances. The value of K is selected as the point 

in graph where there is noticeable decrease in sum of square distances i.e. 

position of a bend in the plot. Fig. 4 shows the plot of elbow method applied to 

the movie dataset under consideration for this case study. The formation of 

elbow can be seen at k= 5 or k =6. 

 

4.1.2 Average Silhoute Criterion 

Silhoute is a value indicating similarity of a document to its own cluster as 

against to other clusters. In this method, the average silhouette of documents for 

different values of K is plot. The desired value of K is the one for which the 

average silhoute value is maximum as explained in [15]. Fig. 5  shows the 

average Silhoute plot against the number of clusters. The possible values of 

good K from the plot could be 5, 7 and above.  
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Fig. 4. Elbow method applied to the movie dataset 

 

 

Fig. 5. Average Silhoutte Plot for the movie dataset 

4.1.3 Calinski Harabasz 

The Calinski Harabasz criterion is also based on low within cluster sum of 

squares and high between cluster sum of square distances as explained in [15]. 

The desirable value of K from the plot is the one that shows highest value for 

the Calinski Harabasz index. Fig. 6  shows the Calinski Harabasz index plot 

against the number of clusters for the movie dataset considered. Value of K = 5 

and above look to be a good choice. 
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Fig. 6. Calinski Harabasz index for the movie dataset 

Based on the above methods for selecting the optimal number of clusters, 5 or 

higher value is suitable. 

4.2 Implementation of hierarchical clustering algorithm (HAC) 

HAC is implemented by considering each document in one cluster to start with 

and then merging the clusters based on cosine similarity.  

 

 

Fig. 7. Distance Matrix 

Distance matrix is used to depict the similarity between two clusters whose ij
th
 

element expresses the distance between the i
th
 and j

th
 cluster. Fig. 7  shows the 

distance matrix applied to the movie dataset. 
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Fig. 8. Cluster dendogram using hierarchical agglomerative clustering 

At each step the nodes are merged and the matrix is updated until process is 

complete. The output of this method is displayed in the form of a hierarchical 

structure called dendogram. Based on choice of optimal number of clusters, the 

dendogram can be cut at the desired level. Fig. 8  shows the application of 

hierarchical agglomerative clustering on the movie dataset resulting in the 

cluster dendogram. 

4.3 Application of Principal Components Analysis 

PCA is used to reduce the large number of variables, which in our case are 

terms, from the sparse document term matrix formed. The objective is to keep 

only the most significant terms that indicate the maximum spread in the data 

and use it for clustering implementation and analysis.  

In order to obtain meaningful results from PCA, it is important to normalize the 

data first since it depends on the count of terms in a document but the length of 

documents is varying in the corpus. The number of principal components is 

chosen as (number of documents – 1) or (number of terms - 1) whichever is 

lesser. In our case, the number of terms is too large, so we choose the number of 

principal components as 13.  
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Fig. 9 shows the cumulative proportion of variance explained plotted against the 

Principal Components which increases sharply first and then gradually 

indicating that the maximum variance is depicted by the first few principal 

components. Fig. 10 indicates the proportion of variance explained against the 

principal components. It shows that after 5th component the proportion of 

variance explained is more or less steady. Hence we fixed the number of 

Principal Components as 5 for further analysis. 

 

Fig. 9. Cumulative proportion of variance explained against Principal 

Components 

 

 

Fig. 10. Proportion of variance explained against Principal Components 

Next we find which terms are the most significant in each component. Fig. 11 

shows the contribution of each term in each Principal Component. 
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Fig. 11. Contribution of terms in each Principal Component 

Fig. 12 shows the graphical representation of contribution of terms in each of 

the 5 Principal Components. 

 

Fig. 12. Contribution of terms in all of the 5 Principal Components 
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We can zoom each component contribution to study in detail the highest 

contribution or highest absolute loadings of terms in each of the principal 

component. Fig. 13 depicts the contribution of terms in PC1 indicating highest 

positive as well as negative loadings on PC1. Fig. 14 shows the percentage 

variation as of the complete document corpus indicated by each principal 

component. As can be seen from Fig. 14, PC1 indicates the highest value at 

21.58%, PC2 at 20.55% and so on. 

 

 

Fig. 13. Contribution of terms in PC1 

 

 

 

Fig. 14. Percentage Variation of the complete document corpus explained by 

each PC 

 

4.4 Application of Hierarchical Agglomerative Clustering on first 2 

Principal Components 

PC1 and PC2 indicate the maximum variance in the entire document corpus as 

indicated in Fig. 14. Hence next we applied hierarchical agglomerative 

clustering on the first 2 principal components. Fig. 15 shows the dendogram 

obtained on application of HAC on PC1 and PC2. 
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Fig. 15. Dendogram from application of HAC on principal components PC1 and 

PC2 

5. EVALUATION 

Silhouette coefficient measures how well an observation is clustered and it 

estimates the average distance between clusters (i.e. the average silhouette 

width). Observations with negative silhouette are probably placed in the wrong 

cluster. Fig. 16 shows the average silhouette width of 0.34 when HAC is applied 

to the complete document corpus.  

 
Fig. 16. Average silhouette width on application of HAC 
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Fig. 17 shows the average silhouette width of 0.68 when HAC is applied to the 

first 2 Principal Components obtained upon applying PCA to the document 

corpus first. As we can see the cluster quality is improved as an average 

silhouette width of 0.68 is obtained which is higher than that obtained on 

application of HAC without performing Principal Components Analysis. 

 

Fig. 17. Average silhouette width on application of HAC on Principal 

Components 

6. CONCLUSION  

Clustering approach for building a recommender system for movies to users 

based on document similarity has been discussed in this chapter. The data used 

was downloaded by crawling Wikipedia for movie plot summaries by different 

genres. Text mining methods have been applied to clean and pre-process the 

movie texts. Application of hierarchical agglomerative clustering and 

combination of hierarchical agglomerative clustering with Principal 

Components Analysis was studied on these move texts. When applying HAC, 

the optimal number of clusters has been determined using various available 

methods. In future, the same study can be carried out on larger dataset. 

Combination of other text mining and clustering approaches such as partitional 

approach, different similarity measures can be implemented to get still better 

quality clusters on larger dataset also. This can be then applied real time for 

building movie recommender system based on all online plot summaries 

available. 
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