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ABSTRACT 
Considering the increased usage and our increasing dependency in today’s world on 

electronic data, substantial part of which is in textual form, it becomes necessary to 

devise scientific methods to infer and extract knowledge from such abundant electronic 

documents for strategic decision making in any target domain under consideration. The 

purpose of this study is to develop a common platform where all the similar text from 

multiple source documents from internet can be fetched and grouped using text mining 

and document clustering techniques. This chapter elaborates the method of hierarchical 

agglomerative text clustering approach to identify similar groups within documents. The 

method of Principal Components Analysis on text data is also further elaborated. 

Further combination of the two methods is proposed to find suitable clusters in text data 

and the results obtained show better quality clusters. For the purpose of experiments, 

plot summaries of movies from Wikipedia are used as the source document corpus. 

Various document pre-processing techniques are also explained and applied to the 

documents. The proposed method to get suitable clusters of similar movies can be used 

for recommendation to users. R programming is used for implementation of algorithms 

and visualization of the results. 

Keywords: Data Mining, Hierarchical Agglomerative Clustering, Principal 

Components Analysis, Text Clustering 
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1. INTRODUCTION 

With large abundance of electronic data available in today’s era of internet, data 

mining becomes a very sought for field to extract information from such huge 

data for enhancing business and making business decisions [1]. A specialized 

field within data mining is text mining which focuses on mining information 

from textual data. Typical applications of text mining would be in the areas of 

document classification, sentiment analysis, document clustering, entity relation 

modeling and others [2]. 

Textual data is available in huge size in the form of web pages, digital libraries, 

articles, blogs, emails etc. In order to analyze this data, the data must be first 

converted into numeric form. Various pre-processing and data transformation 

techniques need to be applied to convert the textual data into equivalent numeric 

form. Data in the form of documents from various sources under the target 

study are collected. Document collection, also called Document corpus, is then 

subject to various pre-processing techniques. The focus of this study is to study 

and apply text mining techniques for clustering similar texts. 

Clustering is one of the popular data mining functionalities that aims at 

identifying natural groupings within a data population based on similarity. 

Every data point is compared to every other data point in the population and 

based on some similarity measure chosen, they are assigned to groups. 

Document clustering is the application of clustering algorithms to collection of 

documents to derive meaningful clusters of documents [3]. This is a form of 

unsupervised learning since actual cluster labels in the data are not known in 

advance [4, 5]. 

The aim of this case study is provide a platform for choosing movie according 

to one’s taste from plethora of options available and without having to search 

multiple sources. The platform should fetch similar movies based on any 

criterion like genres, artists, date etc. so that one can choose a movie of his taste 

almost immediately without having required searching multiple sources. 

2. FOUNDATIONS 

2.1 Text Mining 

Text mining is an area which deals with processing of textual data which is 

unstructured like free flowing text on web pages, digital libraries, articles etc. to 

derive some underlying hidden knowledge [6]. These huge document 

collections which are not structured need to be cleaned and converted into a 

form which can be used for machine learning. Various pre-processing 

techniques mentioned in [1, 2, 6] that need to be applied to the documents are 

listed below: 
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2.2.1 Tokenization 

Each document is subject first tokenization i.e. breaking of the document into 

collection of words or tokens. This is done typically using some delimiters such 

as whitespaces. 

2.2.2 Remove Stop Words 

Majority words in documents are actually noise i.e. words that may not really 

add any value to the analysis. For e.g. articles, prepositions, conjunctions etc. 

These are typically called stop words and need to be removed from the 

documents. 

2.2.3 Stemming 

Another major activity is stemming i.e. reducing the words to their root form. 

For e.g. words “running” or “ran” both have the same root word viz. “run”. So 

they are both replaced with the word “run”. Various stemming algorithms are 

available to reduce the words to their stems like Porter’. 
2.2.4 TF-IDF Conversion 

The documents, thus cleaned, need to be converted into numeric form such that 

they can be fed as an input to the mining algorithms. This can be done using TF-

IDF (Term Frequency – Inverse Document Frequency) conversion. In this 

technique, each document is converted into a vector of words, where each word 

is represented by a number depicting its importance in the document collection. 

In the TF-IDF representation, the frequency of each word is normalized by its 

IDF.IDF reduces the weight of very frequent words that occur in maximal 

number of documents in the corpus thereby reducing the significance of 

commonly occurring words in the corpus. Words that occur frequently in a 

document but are rare across the document corpus are of interest as they would 

add value when comparing the documents for similarities in the clustering 

context. This method does so by assigning weighted scores to each word in the 

documents. For every document, each term is replaced by TF-IDF score 

explained in [7-9] which is calculated as follows (“doc” in the equations 1 and 2  

indicates a document in the corpus): 

 

frequency ("term" ) in a doc
TF ("term" ) =  

total no.of terms in the doc
        (1) 

 

log(total no.of docs)
IDF ("term" ) =  

no.of docs containing the term
                (2) 

 
) term"(" IDF* ) term"(" TF=) term"(" IDF-TF        (3) 
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2.2 Document Clustering 

Document clustering aims at identifying segments within a document collection 

based on similarities [10]. It is a form of unsupervised learning since the groups 

within the documents are not known beforehand [11]. The model is trained 

based on the existing documents and its characteristics (typically words) so that 

groups within the data can be discovered based on similarities. There are 

various clustering approaches available. In this section we provide an overview 

of hierarchical clustering technique and Principal Components Analysis. 

2.3 Hierarchical Clustering Technique 

This technique starts with every document in a single cluster and goes on 

merging the clusters that are most similar till getting a single cluster. The 

clustering process and the result are displayed in the form of a tree or a 

“dendogram”. The tree portrays the complete merging process showcasing the 

intermediate clusters at each level. 

There are two different approaches within the hierarchical techniques: 

agglomerative and divisive. Agglomerative is a bottom-up approach that 

assumes every document in a single cluster at the bottom and goes on merging 

the clusters till single cluster at the top. Divisive approach is a top down 

approach starting with all data points in a single cluster at the top and then these 

are split on some similarity criterion recursively until every document is in 

separate cluster. In this section we describe the hierarchical agglomerative 

clustering (HAC) algorithm as in [12, 13, 14]. 

Hierarchical Agglomerative clustering algorithm: 

i. Initially every document is treated as a separate cluster. 

ii. Calculate a distance matrix which depicts the pair-wise similarities 

between clusters. 

iii. Find the pair of clusters that are closest (most similar), remove the pair 

from matrix and merge them. 

iv. Update the distance matrix to reflect the distances between the new 

cluster and other clusters. 

Repeat steps (3) and (4) above until the distance matrix is reduced to a single 

element. 

2.4 Principal Components Analysis 

Principal Components Analysis is a method for reducing dimensions in such a 

way that the information loss is minimal [20, 21]. The basis of PCA is to 

identify the most significant of the components that capture maximum variance 

in the data [22].  One of the main objectives is to reduce the redundancy of the 

data.  
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Document term matrix used in text mining consists of rows as the document 

names and columns are the terms in the documents. This matrix is sparse due to 

the large number of terms. These terms are the dimensions in the case of 

document corpus and our objective is to reduce this number of terms and 

identify the most important or principal terms.  

New set of terms is obtained by combining the old terms such that the new set 

of terms is either less than or equal to the number of old terms, indicate the 

maximum spread in the data and are representative of the original terms as they 

are derived from original terms. These new terms are called as principal 

components and are representative of more significant of the terms in the 

document corpus. Thus with PCA, the less significant terms of the corpus may 

be dropped thus reducing the dimensions for any text analysis. 

3. RESEARCH METHODOLOGY 

3.1 Data Collection And Transformation 

Based on the motivation of getting movies according to one’s taste, the dataset 

chosen for the purpose of this case study is reading Wikipedia pages of several 

movies of different genres. The document corpus was formed by adding the plot 

summaries of various movies from their Wikipedia pages. Movies from 

following 5 different genres were collected:  

(1) Action thriller 

(2) Comedy 

(3) Animation 

(4) Extra terrestrials 

(5) Fantasy 

The document corpus is shown in Fig. 1. 

 

 

 

Fig. 1. Document Corpus 
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Tokenization, stop words removal and stemming are performed and document 

term matrix is formed. In this matrix the rows indicate the documents and the 

columns are all the distinct words. Each cell in the matrix indicates the 

frequency of the word in the corresponding document. The document term 

matrix is shown in Fig. 2 . The sparsity is 90% which is high indicating that 

there are distinct terms in the corpus which are not common, meaning not 

present in all of the documents. This is good when we compare the documents 

for similarity in the clustering algorithms. 

 

 

Fig. 2. Document Term Matrix 

3.2 Conversion to vector space model 

After cleaning the document using the pre-processing steps like tokenization, 

stop words removal and stemming, the corpus is converted to Vector Space 

Model (TF-IDF representation) as explained in [17]. TF-IDF value for every 

term in the document is calculated using equation (3) above. This document 

corpus is transformed into vector of values. Each document vector consists of 

TF-IDF value for each of the term in the document. Fig. 3  shows a portion of 

the TF-IDF representation for the documents. 

3.3 Similarity Measure 

Since clustering is based on grouping of similar documents, some similarity 

measure must be chosen to compare the documents. There are a number of 

possible measures for computing the similarity between documents. One of the 

most widely used is the cosine measure, which is explained in [8, 12, 17, 18] 

and defined as: 

 doc1* doc2
cosine(doc1,doc2)= 

| doc1 || doc2|
    (4) 
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Fig. 3. TF-IDF representation of the document corpus 

4. EXPERIMENTAL RESULTS 

4.1 Optimal number of clusters 

There are various methods to find the optimal number of clusters of which few 

popular ones are listed below: 

4.1.1 Elbow method 

In this method as explained in [19], the number of clusters is plot as a function 

of within cluster sum of square distances. The value of K is selected as the point 

in graph where there is noticeable decrease in sum of square distances i.e. 

position of a bend in the plot. Fig. 4 shows the plot of elbow method applied to 

the movie dataset under consideration for this case study. The formation of 

elbow can be seen at k= 5 or k =6. 

 

4.1.2 Average Silhoute Criterion 

Silhoute is a value indicating similarity of a document to its own cluster as 

against to other clusters. In this method, the average silhouette of documents for 

different values of K is plot. The desired value of K is the one for which the 

average silhoute value is maximum as explained in [15]. Fig. 5  shows the 

average Silhoute plot against the number of clusters. The possible values of 

good K from the plot could be 5, 7 and above.  
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Fig. 4. Elbow method applied to the movie dataset 

 

 

Fig. 5. Average Silhoutte Plot for the movie dataset 

4.1.3 Calinski Harabasz 

The Calinski Harabasz criterion is also based on low within cluster sum of 

squares and high between cluster sum of square distances as explained in [15]. 

The desirable value of K from the plot is the one that shows highest value for 

the Calinski Harabasz index. Fig. 6  shows the Calinski Harabasz index plot 

against the number of clusters for the movie dataset considered. Value of K = 5 

and above look to be a good choice. 



Gauri Chaudhary and Manali Kshirsagar 

 

 

 
9 

 

Fig. 6. Calinski Harabasz index for the movie dataset 

Based on the above methods for selecting the optimal number of clusters, 5 or 

higher value is suitable. 

4.2 Implementation of hierarchical clustering algorithm (HAC) 

HAC is implemented by considering each document in one cluster to start with 

and then merging the clusters based on cosine similarity.  

 

 

Fig. 7. Distance Matrix 

Distance matrix is used to depict the similarity between two clusters whose ijth 

element expresses the distance between the ith and jth cluster. Fig. 7  shows the 

distance matrix applied to the movie dataset. 
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Fig. 8. Cluster dendogram using hierarchical agglomerative clustering 

At each step the nodes are merged and the matrix is updated until process is 

complete. The output of this method is displayed in the form of a hierarchical 

structure called dendogram. Based on choice of optimal number of clusters, the 

dendogram can be cut at the desired level. Fig. 8  shows the application of 

hierarchical agglomerative clustering on the movie dataset resulting in the 

cluster dendogram. 

4.3 Application of Principal Components Analysis 

PCA is used to reduce the large number of variables, which in our case are 

terms, from the sparse document term matrix formed. The objective is to keep 

only the most significant terms that indicate the maximum spread in the data 

and use it for clustering implementation and analysis.  

In order to obtain meaningful results from PCA, it is important to normalize the 

data first since it depends on the count of terms in a document but the length of 

documents is varying in the corpus. The number of principal components is 

chosen as (number of documents – 1) or (number of terms - 1) whichever is 

lesser. In our case, the number of terms is too large, so we choose the number of 

principal components as 13.  



Gauri Chaudhary and Manali Kshirsagar 

 

 

 
11 

Fig. 9 shows the cumulative proportion of variance explained plotted against the 

Principal Components which increases sharply first and then gradually 

indicating that the maximum variance is depicted by the first few principal 

components. Fig. 10 indicates the proportion of variance explained against the 

principal components. It shows that after 5th component the proportion of 

variance explained is more or less steady. Hence we fixed the number of 

Principal Components as 5 for further analysis. 

 

Fig. 9. Cumulative proportion of variance explained against Principal 

Components 

 

 

Fig. 10. Proportion of variance explained against Principal Components 

Next we find which terms are the most significant in each component. Fig. 11 

shows the contribution of each term in each Principal Component. 
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Fig. 11. Contribution of terms in each Principal Component 

Fig. 12 shows the graphical representation of contribution of terms in each of 

the 5 Principal Components. 

 

Fig. 12. Contribution of terms in all of the 5 Principal Components 
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We can zoom each component contribution to study in detail the highest 

contribution or highest absolute loadings of terms in each of the principal 

component. Fig. 13 depicts the contribution of terms in PC1 indicating highest 

positive as well as negative loadings on PC1. Fig. 14 shows the percentage 

variation as of the complete document corpus indicated by each principal 

component. As can be seen from Fig. 14, PC1 indicates the highest value at 

21.58%, PC2 at 20.55% and so on. 

 

 

Fig. 13. Contribution of terms in PC1 

 

 

 

Fig. 14. Percentage Variation of the complete document corpus explained by 

each PC 

 

4.4 Application of Hierarchical Agglomerative Clustering on first 2 

Principal Components 

PC1 and PC2 indicate the maximum variance in the entire document corpus as 

indicated in Fig. 14. Hence next we applied hierarchical agglomerative 

clustering on the first 2 principal components. Fig. 15 shows the dendogram 

obtained on application of HAC on PC1 and PC2. 
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Fig. 15. Dendogram from application of HAC on principal components PC1 and 

PC2 

5. EVALUATION 

Silhouette coefficient measures how well an observation is clustered and it 

estimates the average distance between clusters (i.e. the average silhouette 

width). Observations with negative silhouette are probably placed in the wrong 

cluster. Fig. 16 shows the average silhouette width of 0.34 when HAC is applied 

to the complete document corpus.  

 
Fig. 16. Average silhouette width on application of HAC 
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Fig. 17 shows the average silhouette width of 0.68 when HAC is applied to the 

first 2 Principal Components obtained upon applying PCA to the document 

corpus first. As we can see the cluster quality is improved as an average 

silhouette width of 0.68 is obtained which is higher than that obtained on 

application of HAC without performing Principal Components Analysis. 

 

Fig. 17. Average silhouette width on application of HAC on Principal 

Components 

6. CONCLUSION  

Clustering approach for building a recommender system for movies to users 

based on document similarity has been discussed in this chapter. The data used 

was downloaded by crawling Wikipedia for movie plot summaries by different 

genres. Text mining methods have been applied to clean and pre-process the 

movie texts. Application of hierarchical agglomerative clustering and 

combination of hierarchical agglomerative clustering with Principal 

Components Analysis was studied on these move texts. When applying HAC, 

the optimal number of clusters has been determined using various available 

methods. In future, the same study can be carried out on larger dataset. 

Combination of other text mining and clustering approaches such as partitional 

approach, different similarity measures can be implemented to get still better 

quality clusters on larger dataset also. This can be then applied real time for 

building movie recommender system based on all online plot summaries 

available. 
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ABSTRACT 
Bangladesh has two principal languages called Sadu and Cholit. In the early times, 

Sadhu was operational and was composed of Sanskrit components but the current era 

has shifted to Cholit language, which is now being used most commonly. Sadhu was 

mostly used for formal documentation purposes and it is the need of the hour to translate 

them to Cholit language because it is more speaker friendly and can be easily 

understandable. Therefore, in this chapter efforts were done to familiarize the current 

era with the Sadhu language by creating software. Few sentences were selected and the 

final dataset was obtained by Principal Component Analysis (PCA). Python is used for 

different machine learning algorithms. Maximum work was done on Scikit Learn which 

is Term Frequency-Inverse Data Frequency (TF-DF) Vectorizer’s class. The best 

performance was given by Neural Network with high precision. Speed was also 

anticipated and values were determined through graphs. The results showed that it 

translated all words from Sadhu to Cholit efficiently and in a well-oriented way. 

Therefore, Sadhu’s complexity has been removed in this era. 

Keywords: Machine learning, Neural network, Principal Component Analysis, Python, 

Term Frequency 
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1. INTRODUCTION 

Sadhu language is an elaborated bygone register related to Bengali dialect, 

which was used most commonly used in the course of the Bengali Renaissance 

from the 19th to 20th century. It differs in vocabulary structure; verb form and 

its main components are Sanskrit and Tasama. Unlike Cholit language, Sadhu 

was utilized mostly for penmanship, which is indigenous but used in longhand 

and also in verbalized form. Diglossia is the main section under which the two 

languages lie. Most writings now come under the Cholit language. In some parts 

of Bangladesh like Chittagong is superficially identical to Cholit Bangla. In 

ancient times, the Sadhu language was used informal documentation but now it 

is outdated in the current situation. The origin of the Sadhu language in the 

literature was because of the intellectuals of Gour, which first used it. Due to 

this reason, it is called the Sadhu Gouriyo language. Cholit language used 

presently is the most speaker friendly language and is the most common one. It 

is the most common bond for communication and understanding for Bengali 

speakers. In this chapter, our focus is to distinguish between Bengali sentences 

whether it is Sadhu and Cholit. This effort will open doors for the conversion of 

Sadhu to Cholit and can translate both languages for the ease of any speaker. It 

may lead to the creation of software, which can detect whether a sentence is in 

Sadhu or Cholit and can translate it. The chief goal is to increase the recognition 

of our generation to ancient literature through these languages by 

interconversion. 

2. LITERATURE REVIEW 

Differences in grammar can be revealed by classifiers but cognition can’t be 

determined by it. Five sortal classifiers are utilized by Cantonese than Mandai. 

40% of nouns appear without classifier and sortal was taken by 18% of 

Cantonese and by 3% of Manian [1]. 

Components of an NP consist of just a classifier using semantic criteria to 

override their syntactic distributor in Mandarian and Cantonese [2]. 

A major part of Natural Language Processing is machine translation for the 

translation of language. Translation consists of three parts which are translation 

models, language models, and a decoder. For the translation of English to Hindi, 

a statistical machine translation system was developed. In a Linux environment, 

the model is developed by using this software [3]. 

Categorization of speech and language processing systems can be done for 

predefined linguistic information use and it is driven by data. It causes the use 

of methods of machine learning for extraction automatically and processes 

corresponding units of information which are indexed as appropriate. Hence, 
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ALISP (Automatic Language-Independent Speech Processing) was used to 

exploit an idea with a focus on speech processing [4]. 

In an ignition, it was depicted that context-free grammar was the main problem 

in many speech understanding systems. Computationally augmented phrase 

structure grammar is very demanding. Most efficient finite set grammar can’t 
represent the relation of sentence meaning. It was elaborated by developing an 

APSG coupled with language analysis and then derived automatically. An 

efficient translation system was developed using it which was fast compared to 

others [5]. 

A paper discussed the integration of natural language and speech processing in 

Phi DM-Dialog and also kept into consideration a cost-based scheme of 

ambiguity resolution. With the help of an incremental pairing and generation 

algorithm, the simultaneous interpretation capability was made [6].  

Conversion of language is the most difficult task and a case study was done for 

this purpose. This involves the conversion of clients system in proprietary 

language to programming language. There are many factors that were taken into 

account and affect language conversion at the automation level [7]. 

CJK Dictionary Publishing Society has launched an investigative project in 

1996 for the development of sophisticated segmentation by collaborating with 

basic techniques for making an elaborated simplified Chinese and traditional 

Chinese database with 100% precision [8]. 

Speech to text conversion was done in few pieces of researches for people with 

impairments in hearing. Software was created which aids using phonetics to 

correct pronunciations. This helps in the potential of recognition in English 

hearing [9]. 

A generic method was introduced to translate to discretized Modern Standard 

Arabic from a written Egyptian colloquial sentence. It can easily be applied to 

other dialects of Arabic. A lexical acquisition was done for colloquial Arabic for 

the conversion of written Egyptian Arabic to MSA [10]. 

For recognition of two speakers in each of Spanish and English, a system was 

also developed. It was limited to 400 words. Analysis of language and speech 

recognition are coupled strongly by using the same language model [11]. 

In an effort by utilizing neural network conversion of text which was in Hindi to 

speech was done. It has many applications in the case of blind people and can 

also be used for educating students. A document containing Hindi text was used 

as input and a neural network was used for recognizing characters [12]. 

Grammatical errors have restrictions in variability and function in the historical 

periods of the English language. They become more productive in the 19th and 

20th century along with major extensions in functions, range of lexical 

associations, and variants [13]. 
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For conversion of Hindi text to speech in Java Swings, a Graphical User 

Interface was developed. Because it consists of a variety of languages spoken in 

different areas [14]. 

Progress was made recently in the synthesis of speech by developing speech 

synthesizers that have very high intelligibility but there are some problems like 

lack of naturalness and sound quality. But quality has reached a suitable level in 

many applications [15]. 

With embedded spelled letters there are also investigations done for recognition 

accuracy of speech. There are various methods proposed for localization of 

spelled letter segments, and to again classify them with a specialized letter 

recognizer [16]. 

For the translator software which offsets the absence of educational tools to 

some extent a development report was prepared because this tool is the need of 

hearing-impaired person for communication. For enhancing written language 

skills this tool can be utilized [17]. 

By using lexicon, rule-based and, data-driven techniques words can be 

converted to triplets with the aid of a software system which causes the 

conversion between graphemes and phonemes. In a hybrid system, a shotgun 

integrates these techniques and adds educational and linguistic information 

regarding graphemes and phonemes [18]. 

A speech-to-text engine was developed online in real time for the transfer of 

speech into written language and also it requires special techniques [19]. 

Translation dilemmas examination was done in a qualitative research. By the 

considering implications of the same problem’s medium of spoken and written 

languages was critically challenged. The translation was centered and the way 

of dealing with issues raised by a representation would be the main concern for 

all researchers [20]. 

Sadhu and Cholit languages were also classified using machine learning 

techniques in which Linear Discriminant Analysis (LDA) had given the most 

precise and accurate results and has opened doors for further research by using 

different approaches [21]. 

Language identification of similar languages was done using Recurrent Neural 

Networks and its improved accuracy in recognizing different languages by 

combining word vector representation and Long Short-Term Memory [22].  

No significant study has been found on the classification of Sadhu and Cholit 

language sentences and conversion. As a result, this study is conducted based 

upon similar works conducted in other languages. 
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3. METHODOLOGY 

For amassing sentences related to Sadhu and Cholit data was gathered from 

ancient Literature books. From five significant literature books 2483 Sadhu 

sentences and from six important literature books 3508 Cholit sentences were 

collected for this purpose. The detailed procedure is depicted in Fig 1. 

 

 

Fig. 1. Work Flow of the classification process 

1. Data Clean  

Non- English words are (before or after processing of natural language data it got 

filtered) in the data set. Extraction of all Non-English words was performed first. The 

natural language toolkit information center of Python is being used in this regard. The 

information set contains all non-English sentences. After going through the whole 

process 1983 data set was derived. For numeric categorization, Sadhu is termed as 

numeric 0 and Cholit as numeric 1.  

2. Short Term Frequency–Inverse Data Frequency 

An analytical statistic is a numerical or scientific form of statistic which is being 

contemplated to mirror the principle of a word in a docket or corpus and is called Short 

Term Frequency-Inverse Data Frequency (TF-IDF). This factor has weightage in 

retrieving information, text mining, and user modeling through the hunting of this data. 

3. Term Frequency (TF) 

Frequency of a word that pops up in a docket divided by the gross number of words in 

the document. Every document has its term frequency. 

4. Inverse Data Frequency (IDF) 

The log of the document numbers is divided by word w containing documents. Inverse 

data frequency determines the weight of rare words across all documents in the corpus. 

Most work is being done from Scikit-Learn which is TF-DF Vectorizer’s class. Text 

data was taken by it and converted to a numeric information set. After this conversion, 

the data has 3394 features. Features extraction was performed using PCA. 

5. Principal Component Analysis   

Through orthogonal linear transformation, data is converted to a new coordinate system 

so in an ordered manner each coordinate has the greatest variance by scalar projection 
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and so on hence, known as principal component analysis. The Principal component 

analysis is a section that comes under the class of Scikit-learn. First coordinate is known 

as the first principal component with higher variance in it and lower variance comes 

under the second coordinate. After application of principal component analysis, our 

information has 1678 traits. Data quality got lost when applications of dimensions of 

principal component analysis got reduced.  

95% caliber of data was being maintained in the principal quality analysis case. By 

setting the value of ‘n’ components as 0.95 the amount of quality of real data preserved 

is 95%. 1678 characters remained in our data after the application of principal 

component analysis.  

 

 

Fig. 2. Data Set before TF-IDF and PCA 

. 

 

Fig. 3. Processed Data After TF-IDF and PCA 

 

The processed data has 1042 different fields of numeric data in which the last field 

signifies 1 for the Cholit and 0 for the Sadhu. 
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Fig. 4. Number of sentences used 

 

Fig. 5. Relative measurement of the number of sentences used 

4. RESULTS AND EXPERIMENTAL ANALYSIS 

Fifteen algorithms were used for classification. For this operation, scikit learn 

and Keras library was used and chosen eight best models best on the cross-

validation score by doing it about 10 folds. 

Table 1: Accuracy Chart of the top eight performers. 

Classifier Name Accuracy (%) 

Logistic Regression 73.83 
SVM (Linear) 74.04 
Ridge Classifier 72.01 
Linear discriminant analysis 75.07 
AdaBoost 72.11 
Standard NN Model 97.76 
Smaller NN Model 98.16 
Larger NN Model 98.75 

 

Among all classifiers, Neural network functions best as depicted in the graph. In 

the case of LDA, it is expressed as a dependent variable as a linear combination 

of other features or measurements and has a resemblance with variance 

(ANOVA) and regression. As principal component analysis (PCA) and factor 

analysis, both look for linear combinations of variables which elaborate the data 

so LDA has also resembled them. When for each observation independent 

variables are continuous quantities, DA also works there. Discriminant 

correspondence analysis is an equivalent technique to categorical independent 

variables. 

Sadhu

Cholit
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Fig. 6. Accuracy comparison of top 5 performers 

 

Fig. 7. Recall comparison of top 5 performers 

 

Fig. 8. Precision comparison of top 5 performers 

 



Pritom Sarker, Jannatul Ferdous and Nakib Aman 

 

 

 
27 

 

Fig. 9. F1 score comparison of top 5 performers 

 

Fig. 10. Kappa comparison of top 5 performers 

 

Fig. 11. Overall performance comparison of top 5 performers 
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4.1. Standard NN Model 

 

(a) Training Accuracy: 0.9776 

 

(b) Testing Accuracy:  0.9661 

Fig. 12.  (a) Accuracy curve using Standard Neural Network (b) Loss curve 

using Standard Neural Network 



Pritom Sarker, Jannatul Ferdous and Nakib Aman 

 

 

 
29 

4.2. Smaller NN Model 

 

(c) Training Accuracy: 0.9816 

 

(d) Testing Accuracy:  0.9708 

Fig. 13.  (a) Accuracy curve using Smaller Neural Network (b) Loss curve using 

Smaller Neural Network  
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4.3. Larger NN Model 

 

Training Accuracy: 0.9875 

 

Testing Accuracy:  0.9840 

Fig. 14.  (a) Accuracy curve using Larger Neural Network (b) Loss curve using 

Larger Neural Network 
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5. CONCLUSION  

By taking into account the whole process precise results were given by Neural 

Network in comparison to traditional machine learning approaches and gave 

98.75% of accuracy than other models. The classifier can help in cataloging of 

Sadhu and Cholit languages of Bangladesh. As Bangladeshi literature is 

enriched with Sadhu language so most of the novels present from the ancient 

eras are in Sadhu language and this approach can help in their translation more 

accurately as it’s highly uncommon for the present generation. That is why it 

can be converted to Cholit so that people can get familiar to old literature. RNN 

based model gave high accuracy than machine learning-based approaches. In 

future conversion will be tried to convey sadhu into Cholit so that the huge 

documents and literature can be realized. 
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ABSTRACT 
Human emotions are states of mental health that resolve spontaneously rather than 

through conscious exertion, and are accompanied by physiological changes in the facial 

muscles that signify expressions. Nonverbal communication methods such as 

expressions, eye movements, and gestures are used in many applications of human-

computer interaction. Identifying emotions is not an easy task because there is no 

difference between the emotions of a face, and there is also a lot of complexity and 

variability. The machine learning algorithm uses some open features to model the face. 

In this work, convolutional neural networks (CNNs) were developed to identify the 

expression of facial emotions. Facial expressions play an important role in the nonverbal 

communication that takes place in a person’s inner emotions that are reflected on his or 

her face.This work has been used the Viola-Jones algorithm to detect the eye and lips 

region from a face and then with the help of the neural network. Also, Machine 

Learning techniques, Deep Learning models, and Neural Network algorithms are used 

for emotion recognition. This work will be proposed as an effective way to detect anger, 

contempt, disgust, fear, happiness, sadness, and surprise. 

Keywords: Emotion Recognition, Emotions, Feature Extraction, Neural Network, 

Viola-Jones 
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1. INTRODUCTION 

Facial expressions play a key role in understanding and recognizing emotions. 

Even the term “interface” suggests the importance of the face in communication 

between two entities. Studies have shown that reading facial expressions can 

dramatically alter the interpretation of what is being said and control the flow of 

conversation. A person's ability to interpret their emotions is very important for 

effective communication. The proportion of up to 93% of communication used 

in a normal conversation depends on the emotion of an entity. For ideal human-

machine interfaces (HCI), it would be desirable for machines to be able to read 

human emotions. This research focuses on how computers can correctly detect 

the emotions of their various sensors. This experience was used as a face image 

as a means of reading human emotions. Research on human emotions dates 

back to Darwin's pioneering work and has since attracted many researchers to 

the field. Seven basic emotions are universal for humans. Namely, neutral, 

angry, disgusted, fearful, happy, sad and surprised, and these basic emotions can 

be identified from a person's facial expression. This study suggests an effective 

way to identify these four emotions using the neutral, happy, sad and surprising 

frontal facial emotions. Various methods of recognizing emotions have been 

proposed in recent decades. Many algorithms have been proposed to develop 

system applications capable of very well detecting emotions. Computer 

applications could communicate better by altering reactions in various 

interactions depending on the emotional state of human users. A person's 

emotions can be determined by the tongue, face, or even gesture. The work 

presented in this article examines the recognition of facial expressions. 

For facial emotion recognition, the traditional approaches usually consider a 

face image that is distinguished from an information picture, and facial 

segments or milestones are recognized from the face districts. After that, 

different spatial and worldly highlights are separated from these facial 

segments. At last dependent on the separated highlights a classifier, for 

example, Keras library, random forest, is trained to produce recognitions results. 

This work is an applied, deep learning model. Deep learning is a well-set model 

in the pattern recognition domain. It uses a Convolutional Neural Network 

(CNN) algorithm using Keras library. CNN is a specific sort of artificial neural 

network that uses a machine-learning unit. CNN applies to objects detections, 

face recognition, image processing, etc. Deep convolutional neural network 

(DCNN) composition of many neural network layers. Which is also can be able 

to extract significant features from the data.  
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2. LITERATURE REVIEW 

In a research field of emotion detection, there is a contribution of several 

domains like machine learning, natural language, neuroscience, etc. In previous 

works, they individually rummaged facial expressions, voice features, and 

textual data as universal indicators of emotions. Emotion can be classified into 

several static classifications like happiness, sadness, disgust, anger, fear, and 

surprise. In later works are improved by combining the image, voice, and 

textual data. The fusion of this data gives the maximum accurate result. This 

type of fusion can be done in three ways early, late, or hybrid. Other ethos 

features the elements of emotion and the collaborations between emotional 

processes and other intellectual procedures. 

2.1. Emotion Detections Through Facial Feature Recognition [5] 

This work deals with the emotion recognition with the Machine learning using 

support vector machine (SVM). Some principles are work to detection, 

extraction, and evaluation of facial expressions of image. These are:  

i) Viola-Jones cascade object detectors and Harris Corner key points to extract 

faces and facial features from images. 

ii) Histogram Of Oriented Gradient (H OG) Feature Extraction. 

iii) Support vector machines (SVM) to train a multi-class predictor to classify 

the seven basic human facial expressions such as: (anger, contempt, disgust, 

fear, happiness, sadness, surprise). 

 

Computers can easily recognize facial expressions and discover a person's 

motive, including entertainment, social media, content analysis, criminal justice, 

and healthcare. Here we mainly discuss two approaches such as: (Zhang 

approach and Gabor wavelet coefficients). Zhang has shown that a lower 

resolution (64x64) is sufficient. We're going to change the size of the extracted 

areas to 100x100 pixels. 

If this use only the HOG and SVM classifier, the detection accuracy is 81%, 

which is much better than that of a fisherman. Only approach. When using the 

double classifier method, the accuracy is only 81% that of HOG, but the testing 

process is 20% faster. 

2.2. SVM Point-based Real-time Emotion Detection [2] 

This thesis deals with the detection of emotions in machine learning using a 

cascade of a multi-class support vector machine (SVM) and a binary SVM. This 

algorithm is designed to extract emotions based on the movement of 19 

characteristic points. These characteristic points are located in different areas of 

the face such as the mouth, eyes, eyebrows and nose. He mainly works on rigid, 
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unchangeable points in the nose. Its division into face recognition and action 

unit (AU). Computers can easily recognize facial expressions and discover a 

person's subject, including entertainment, social media, content analysis, 

criminal justice, and healthcare. 

One final suggestion for improvement is the fact that the user in the real-time 

app should keep the same distance from the camera from which the neutral 

frame was captured. Otherwise the theory behind the displacement reports is no 

longer valid. Rescaling neutral distances based on user movements can be a 

solution to this problem. 

3. RESEARCH METHODOLOGY 

This work considers the leading challenge faced by machine learning and the 

entire system is the training part. Where the system has to train by using real 

data of human face reactions. For example, if the system has to detect an angry 

face then the first system has to be acquainted with the angry face. Also if the 

system has to detect a happy face then the first system has to be acquainted with 

the happy face. To antecedents the system with this emotion types, the re-

training process has been used. The re-training data were collected from the real 

world. The hardest part of this system was the re-training part. There are also 

many other parts of the system. Machine learning is a strong tool that enables 

data analysis of large databases more proficiently and fleetly. This enables the 

capability of detection emotion more accurate. It gives feedback in real-time. 

The system did not wait for the result for the future, not the image has to be 

stored. With help of modern-day computers, neoteric data mining techniques 

can analyze thousands of data within a very short amount of time saving lots of 

hours. Besides, using and installing such programs costs significantly less. If 

properly optimized these data mining techniques can give perfect outcomes than 

a human. This work resented a general and feasible framework for emotion data 

mining to identify emotion patterns using machine learning. This chapter 

proposed the program based on the Deep learning model and computer vision 

emotion recognition. This proposed method uses the CNN algorithm for this 

chapter. This proposed a more advanced method than the one that recognized 

only seven emotions with CNN. Their emotion recognition method using deep 

learning followed four steps, as follows. 

(1) Public face database training with CNN 

(2) Extract seven probabilities for each face frame. 

(3) Aggregation of frame probabilities into fixed length image descriptors for 

each image in the data set. 
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(4) Classification of all images using a support vector machine (SVM) trained 

on image descriptors from the competition training set. 

3.1 Emotion Database  

In the data collection steps, this is used both in real-world media and online 

media to collect as much data as that could. Real-world includes different types 

of emotional pictures of friends and family members, relatives, some known 

unknown people’s different kinds of facial expressions. They culled data was 

initially stored for future analysis. From online media, the data is collected data 

set from kaggle.com. This site uploaded this data set 6years ago. This site most 

trusted data set of emotions. This converted the data into 48×48 pixel grayscale 

images of faces. It contains two sections pixels and feelings. The feeling section 

contains a numeric code which runs from 0 to 6 in figure 1. What's more, the 

pixel section contains a string incorporated in statements for each picture. 

Furthermore, the picture should be only the picture of a face. So the collected 

pictures are resized and cropped picture of a face. 

 

 

Fig. 1. Level of Emotion  

3.2 Training phase using deep learning 

A great way to use deep learning to categorize images is to create a 

convolutional neural network (CNN). The Keras library in Python makes it easy 

to create a CNN. Computers display images with pixels. Pixels in images are 

usually related. For example, in figure 2, a particular group of pixels may 

represent an edge in an image or other pattern. Convolutions use it to identify 

images. A convolution multiplies a pixel matrix with a filter matrix or a "kernel" 

and sums the multiplication values. Then the convolution slides to the next pixel 

and repeats the same process until all pixels in the image are covered. This 

process is shown below. 
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Fig. 2. Emotion detection using Convolutional Neural Network  

The type of model we are going to use is Sequential. Sequential is the easiest 

way to create a template in Keras. You can create a model layer by layer. We 

use the "add ()" function to add layers to our model. Our first 2 layers are 

Conv2D layers. These are convolutional layers that process our input images, 

which are considered two-dimensional matrices. 64 in the first layer and 32 in 

the second layer are the number of nodes in each layer. This number can be 

higher or lower depending on the size of the dataset. In our case, 64 and 32 are 

working fine, so we'll stick with that for now. The kernel size is the size of the 

filter matrix for our convolution. So a kernel size of 3 means we have a 3x3 

filter matrix. You will find a reminder on this subject in the introduction and in 

the first photo. Activation is that function. The activation function that we use 

for our first two layers is the ReLU, or rectified linear activation. It has been 

shown that this activation function works well in neural networks. Our first shift 

also has a registration form. This is the shape of each input image, 28,28,1 as 

seen earlier, where 1 means the images are in grayscale. There is a “flatten” 

layer between the Conv2D layers and the dense layer. Flattening acts as a link 

between folding and dense layers. The model will then make its prediction 

based on the most likely option. Then you need to compile this template. 

Compiling the model requires three parameters: optimizer, loss, and metrics. 

The optimizer controls the learning rate. It will use "Adam" as an optimizer. 

Adam is a good optimizer in many cases. The Adam Optimizer adjusts the 

learning rate during training. The learning rate determines how quickly the 

optimal weights for the model are calculated. A slower learning rate can result 
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in more accurate weights (up to a point), but the time required to calculate the 

weights is longer. We will use a "categorical cross-entropy" for our loss 

function. This is the most common classification option. A lower score indicates 

that the model is performing better. To make interpretation even easier, the 

"Precision" metric is used to display the precision score on the validation set 

while training the model. To train, he uses the "fit ()" function for his model 

with the following parameters: training data (train_X), target data (train_y), 

validation data and number of epochs. The test set supplied with the data record 

is used for the validation data and is divided into X_test and y_test. The number 

of epochs indicates how often the model scans the data. The more eras we run, 

the better the model gets up to a point. After this point, the model stops 

improving with each epoch. For our model we set the number of epochs to 3. 

After 3 epochs, it achieved an accuracy of 93% for this validation set. 

3.3 Detection 

K-means clustering was used with the number of clusters assumed to be two. 

Here, the maximum value is determined in all rows and its average is 

determined. Likewise, the minimum value is found in all rows and its average is 

determined. Using these two points as a basis, pixel values closer to the 

maximum average are grouped into one cluster, and pixel values closer to the 

minimum average are grouped into another cluster. Based on the result of 

clustering, the total number of components in the image is calculated. Based on 

the number of components, the person's eyes are first segmented using the 

bounding box feature. Because the eye or eyebrow forms the first element when 

pixel values are passed in columns, the eyes are segmented first. Using the 

ocular matrix, other parts of the face are segmented using a distance-based 

algorithm. The resulting image after running k means grouping for different 

expressions are shown in figure 3. 
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Fig. 3. K-means clustering segmentation outputs 

The Viola Jones algorithm is a widely used mechanism for object recognition. 

The main characteristic of this algorithm is that training is slow but detection is 

fast. This algorithm uses the basic hair function. Hair features are the relevant 

features for face recognition.There are various types of features such as:  

 

 

Fig. 4. Edge Features 

 

 

Fig. 5. Line Features 

 

Fig. 6. Four Rectangle Features 
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For example, we need face detection of a person then we need at first image 

conversion in grayscale then second step image segmentation. 

 

 

Fig. 7. Landmark image 

Suppose we need to detect the eyebrow. Then we need edge features. If we want 

to detect nose then we need line features black-white-black in figure 7. If we 

want to detect teeth then we need edge features. After using these Haar features 

the image goes on the next feature. The ratio between these detected features is 

used in emotion detection. 

 

Fig. 8. Haar features image 
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We can calculate value by using Fourier equation, ∆= 𝑑𝑎𝑟𝑘 − 𝑤ℎ𝑖𝑡𝑒 = 1𝑛 ∑ [(𝑥)𝑛
𝑏𝑙𝑎𝑐𝑘 − 1𝑛 ∑ ](𝑥)𝑛

𝑤ℎ𝑖𝑡𝑒  

 

For ideal Haar features in figure 8, 

The black region value is 1 and the white region value is 0. So the difference 

between dark and white 1-0=1. 

Δ for ideal Haar features is 1 

For real image, 

If we calculate the black region and we average it's when we get 0.74 and the 

same way white region value is 0.18. So the difference between dark and white: 

0.74-0.18=0.56 

Δ for real image: 0.56. 
 

 

Fig. 9. Feature extraction 

Neural networks are generally organized in layers. Layers consist of several 

interconnected nodes containing an activation function. The models are 

presented to the network through the input layer, which communicates with one 

or more hidden layers, where the actual processing is done through a weighted 

link system. This facial expression recognition system process is divided into 

three phases: image preprocessing, which includes recognition of the face and 

parts of the face using the Viola-Jones algorithm, extraction in Figure 9 facial 

features and classification of features using CNN.  

Keras is an open source neural network in Python used for preprocessing, 

modeling, evaluation, and optimization. It is used for high level APIs because it 

is processed by the backend. It is designed to create a model with a loss and 

optimization function and a learning process with an adaptation function. For 

the backend, it was developed for low level convolution and computation under 

tensors or Tensor Flow. Importing the following Python libraries is used for 

preprocessing, modeling, tuning, testing, and displaying emotions with a 

maximum percentage. It uses sequential model and some layers like image 



Md. Forhad Ali, Mehenag Khatun and Nakib Aman Turzo 

 

 

 
43 

preprocessing, convolutional layer, pooling layer, flattening and dense layers, 

activation, ReLU. Image preprocessing is the first phase of the proposed system 

and includes facial recognition and FPs detection and extraction. It uses the 

Viola Jones facial recognition framework, a robust algorithm that allows images 

to be processed extremely quickly in real-time situations. This algorithm detects 

the facial area regardless of the variance in size, background, brightness and 

spatial transformation of the raw input image. Face FP recognition is achieved 

by combining classifiers in a cascade structure, which can increase recognition 

performance while reducing computational complexity. The final classifier is 

calculated by the linear combination of all weak classifiers, separating the 

positive and negative values in terms of weighted error (each learner's weight is 

directly proportional to their accuracy).  

The face is first recognized, cropped, extracted and normalized to a size of 64 x 

64 pixels. Then the parts of the face (eyes and mouth) are recognized, cropped 

and extracted from the normalized face image. The extracted face parts will be 

resized to the same size of 32 x 64 pixels. The reduced image scale reduces the 

information that must be learned from the network and speeds up training faster 

and with less storage costs. Convolutional layers are added to provide greater 

precision for large amounts of data. The data set is collected from a CSV file (in 

pixel format) and converted into images. Then the emotions are classified with 

the appropriate expressions. Here, the emotions are classified as happy, sad, 

angry, surprised, neutral, disgusted and afraid with 34,488 images for the 

training data set and 1,250 for the tests.  

Each emotion is expressed in different facial features such as eyebrows, open 

mouth, raised cheeks, wrinkles around the nose, wide open eyelids and much 

more. Train the large data set for better accuracy and a result that is the feature 

class for an input image. Pooling is a concept of visual recognition of deep 

learning objects that is associated with convolution. The idea is that a 

convolution (or a local neural network detector) maps an area of an image onto 

a feature map. For example, a 5 × 5 array of pixels could be mapped onto 

oriented edge features. Flattening occurs when you flatten all of the Photoshop 

layers into a single background layer. Layers can increase the file size and thus 

tie up valuable processing resources.  

To reduce the file size, you can merge some layers or even reduce the whole 

image to one background layer. The dense layer is the deeply connected regular 

neural network layer. This is the most commonly used layer. The dense layer 

performs the following operation on the input and returns the output. Based on 

the connecting forces (weight), blocking or excitation and transfer functions, the 

activation value is transferred from node to node. Each of the nodes adds up the 

received activation values. Then the value is changed according to its transfer 
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function. In Keras, the task can be implemented in our network architecture by 

adding exclusion layers. Each suppression level removes a custom 

hyperparameter of units from the previous level on each stack. Remember that 

in Keras the entry level is assumed as the first level and is not appended with 

add. ReLU is one of the most popular types of non-linearity in neural networks 

that are applied after the convolution layer and before maximum pooling. It 

replaces all negative pixel values on the feature map with zero. It is usually used 

after the fold layer. 

Example: ReLU is the max (x, 0) function with input x, matrix of a folded 

image. ReLU then sets all negative values in the x matrix to zero and all other 

values are held constant. ReLU is calculated after convolution and is therefore a 

nonlinear activation function like als or sigmoid. Adam is an optimization 

algorithm that can be used in place of the classic stochastic gradient descent 

method to iteratively update lattice weights based on training data. It has been 

found that there are many endeavors have been taken using several automated 

techniques to analyze emotions. However, most of them are found without any 

establishing framework and describing how to properly use them. More 

specifically, understanding and maintaining the emotion analysis capability can 

help law-enforcement authorities effectively use machine learning techniques to 

track and identify emotion patterns. 

 

 
 

Fig. 10. Emotion Detection Data Flow Diagram 
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First take the picture of the user, then remove the noise in figure 10. Then just 

identify one person's face and apply the hair functions. Then adjust the image to 

match the previous training data set. Use the Python Keras library here. It works 

with the Convolutional Neural Network (CNN). CNN works on a sequential 

model. It also uses some levels like Conv2D, MaxPooling2D, 

AveragePooling2D, Dense, Activation, Dropout and Flatten. After the approach, 

these levels select the emotion from the classification set. This is the final 

edition.  

After the preprocessing (if necessary), the normalized face image is displayed to 

the feature extraction part to find the key features used for classification. In 

other words, this module is responsible for creating a vector of features good 

enough to represent the image of the face. After this comparison, the image of 

the face is classified into one of the seven expressions (anger, contempt, disgust, 

fear, happiness, sadness, surprise). 

4. RESULTS AND EXPERIMENTAL ANALYSIS 

The first major challenge was the confined measure of information for preparing 

a broad framework. This needs to defeat for framework in nature. Move 

learning is the most prevalent response to this. In this methodology that was 

begun from pre-prepared strategy and calibrated this model with the put-away 

information which is gathered from a genuine world. A progression of starter 

investigations affirmed the presumption that face acknowledgment would serve 

better in highlight extraction in figure 11. There are models where such systems 

are effectively utilized. 

Machine learning algorithms work well on the datasets that have a couple of 

hundred highlights or segment. The algorithm successfully classifies an image 

and classify the sentiment of the image and choose the match emotion for the 

image. The reason behind choosing the deep learning classifier is that the 

classifier runs data through several layers. And a deep learning algorithm can be 

useful for less unpredictable issues since they gain admittance to an immense 

measure of information to be compelling. For pictures, the regular benchmark 

for preparing profound learning models for broad picture acknowledgment 

approaches more than 14 million pictures. For perfect visualization of emotion 

detection pattern analysis, it used a decision tree. In the decision tree, the 

character is represented by the nodes and layers, and also the outcome of the 

experiment is represented by the branch.  

The advantage of the decision tree is that it is very helpful and easy to visualize 

the emotion and interpret the result in figure 12. The working process of a 

decision tree is easy to understand. If it has been classified the data according to 



Facial Expression Recognition Using Neural Network  

 

  

46 

their movement, reactions, and order which ideally different types of emotions. 

This also has been classified into trees and subtrees which reflects that Whether 

the person is sad, angry or happy, etc. if this could find something that can 

categorize their using these methods more simply. To do this it has been used 

retrain method that memorized the pattern and satisfies the condition. When any 

of the condition is satisfied it carry on to the end of the tree. However, if none of 

the conditions satisfy the intermediate condition, it will stop checking and say 

“The emotion cannot be identified. The emotion is unknown”.  

 

 

Fig. 11. Expression with surprise emotion 
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Fig. 12. Confusion matrix of CNN algorithm 

 

Emotions are complicated to understand. There are different kinds of expression 

for the same emotion. Different people give different kinds of expression for the 

same kind of emotion. Modern-day machine learning technology can help law-

enforcement authority to detect emotion so the machine can understand the 

emotion of humans and more behave and act like humans. This data for emotion 

came from different online and offline media. Such as Google, kaggel.com site. 

Friends and family, random people, etc. This is used Keras library to initially 

classify and analyze the emotion and got that data. Then with the help of Haar 

features and Numpy, It identifies the emotion. And with the help of platform 

anaconda. It generates the output from the raw data where the result is going to 

show in real-time.  

The hierarchical data mining procedure like decision tree helps to generate 

probability decision by calculating various probability decisions by calculating 

various characteristic which is initially used to identify the emotion pattern. 

Along with offline and online data collection, it also conducted an effective 

field study to gather more people and various kinds of people and various 

emotional deferent expressions lots of different faces. In online data collection, 
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the data set is taken from kaggel.com. They provide quality data sets. They 

converted the images into pixel grayscale and use the numerical number of the 

images. So, it gives the quality data and the batter result. Both of the experts 

believed that this analysis of sentiment could help identify emotion more 

accurately and help to take accurate actions on behalf of accurate emotion 

identification. It would provide more knowledge about different types of 

expression of their sentiment as well as the percentage of each existed various 

kinds of emotions.  

While completing this work, we found that a large quantity of test data and 

keywords are needed if it wants to get greater accuracy. A lack of a good 

quantity of raw data is also required to extend the research work. A high 

configuration graphics processing unit (GPU) qualified computer is also 

required if this wants to process a large quantity of test data in the shortest time. 

So, if this gets adequate data along with a high-performance computer, it will be 

easier for that to rise the accuracy to more than 93% in figure 13. It will also be 

able to use that system for a different platform for a different outcome and help 

to determine the emotion expression pattern in figure 14. 

 

 

Fig. 13. Output of the proposed neural set  
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Fig. 14. Accuracy with varience of Epoch 

5. CONCLUSION  

By taking into account the whole process precise results were given by Neural 

Network in comparison to traditional machine learning approaches and gave 

98.75% of accuracy than other models. The classifier can help in cataloging of 

Sadhu and Cholit languages of Bangladesh. As Bangladeshi literature is 

enriched with Sadhu language so most of the novels present from ancient era are 

in Sadhu language and this approach can help in their translation more 

accurately as its highly uncommon for present generation. That is why it can be 
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converted to Cholit so that people can get familiar to old literature. An 

experienced human can often identify another human’s emotions by analyzing 

and looking at him or her. However, in this modern age machines are becoming 

more intelligent. For the time been machines are trying to act more like humans. 

If the machine has been trained on how to react on behalf of the human 

sentiment at that time. Then the machine can behave and act like a human. On 

the other hand, if the machine can identify the emotion it can prevent lots of 

occurrences too.  

With increased proficiency and errorless computation emotion, data mining can 

facilitate accurate expression patterns enabling machines to find and act more 

like humans effectively. To determine the emotion expression patterns this 

thesis is created or framework with comprehensive research and field works. 

This followed the framework step by step to get the expected outcome. To 

follow the framework and to identify the emotion expression patterns more 

effectively and used deep learning CNN algorithm along with Keras, 

Tensorflow, and retraining concepts.  

With these techniques, it was possible to identify emotions, type of emotion in 

the real image. To delineate the result and procedures more visually and this has 

also introduced decision tree techniques which helps to decide which emotions 

percentage is high and which emotions percentage is low. Now the high 

percentage of emotions get the most possible accurate emotions. And the low 

percentage of emotions get the low chance of existence. With this discovery, it 

is now possible to determine accurate emotions. And machines can identify 

emotion more accurately and on behalf of that, they can give a proper reaction 

and also can help to prevent the same unwonted occurrence. This machine can 

also become the replacement of a human. 
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ABSTRACT 

At present, the most important task of modern science is the creation for a person of 

natural means of communication with a computer, where speech input of information is 

carried out in the most convenient way for the user. Speech recognition is one of the 

challenges. As practice shows, the quality of recognition depends on the properties of 

the preprocessing system. To improve the quality of recognition, it is necessary to 

develop effective and high-speed methods and algorithms for signal preprocessing. This 

article proposes a new approach and algorithm for extracting features of speech signals. 

Based on the proposed algorithm, the identification problem is solved. In addition, the 

chapter presents a description of the software module for each stage of the preliminary 

processing of speech signals. This software is a voice-based identity tool. 

 

Keywords: speech signal, filter, MFCC, PLP, LPCC 
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1. INTRODUCTION 

Speech is a sequence of sounds. Sound is a superposition of sound waves 

(vibrations) with different frequencies. From the point of view of physics, a 

wave is characterized by amplitude and frequency. Speech signal processing is a 

field of science where noise suppression, amplification, filtering, information 

extraction, information separation, compression, restoration and coding are 

carried out. It has become widespread in all areas of speech technology. 

2. METHODOLOGY AND SOLUTION OF THE PROBLEM  

The software for pre-processing speech signals consists of several stages; each 

stage includes several modules (Fig. 1). 

 

 

Fig. 1. The structure of the software for preprocessing speech signals 

 

2.1. The speech signals 

The first stage of the system under development is “Speech Signals”. At this 

stage, voice signals received from a file or through a microphone. At the first 

stage, speech signals received from a file or through a microphone. 

2.2. Preprocessing of speech signals 

At this stage, the signal are initially processed by the following modules, 

2.2.1 Filling out 

Gaps in speech signals are filled. 
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2.2.2 Voice Activation Detection-VAD 

This module is used to find speech in audio. VAD is used to reliably detect 

speech in audio and even in background noise. In completely pure audio 

recordings, even elementary energy detection may be sufficient for speech 

recognition; but unfortunately, in the wild there are not always completely pure 

signals, so VAD must be noise resistant. VAD consists of the steps:  

 Signal division into frames 

 Formation of features for each frame 

 Classifier training in active and quiet frames 

 Classification of invisible frames as speech or silence 

An example on the created software using the function of detecting voice 

activity for a speech signal is shown in Fig. 2 and Fig.3 [1]. 

 

Fig. 2. Speech signal before applying VAD 

 

Fig. 3. Speech signal after applying VAD 

2.2.3 Normalization 

EBU R128 volume normalization consists of dynamic and linear modes. 
Support is provided in the form of single-pass (live broadcasts, files) and two-
pass (files) modes. Typically, this algorithm targets IL, LRA, and the largest 
true peak. If the normalization mode is not linear, then the audio stream will be 
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sampled to 192 kHz to accurately determine the true peaks. To explicitly set the 
sample rate of the output, we need to use the -ar option or a sample filter [2]. 
The filter has the following variable parameters (Fig. 4): 

 I, i - setting the built-in volume range. Here, the default values are -
24.0, and the interval [-70.0; -5.0]. 

 LRA, lra - setting the target volume range. Here the default values are 
7.0 and the interval is [1.0; 20.0]. 

 TP, tp - setting the maximum true peak. Here the default values are -2.0 
and the interval is [-9.0; 0.0]. 
 

 

Fig. 4. Normalization parameters 

2.2.4 Noise reduction 

In [2], noise suppression of audio samples with FFTs is described in detail. In 
experimental studies, the parameters were taken as follows:  

 nr is noise reduction (dB), the default value is 12 (dB), and the 
allowable range is nr from 0.01 to 97. 

 nf is the minimum noise level in dB, where the allowable range is 
between -80 and -20. The default is -50 dB. 

 nt is the type of noise that has the parameters: wn is white noise, Vn is 
vinyl noise, sn is shellac noise and cn is the user noise defined in option 
bn. nt parameter defaults to white noise. 

 bn is the user noise range which is each of the 15 bands, where the 
bands are separated by '' or '|'. 

 rf is the residual level (dB), where the permissible range of rf is between 
-80 and -20. The default is -38 (dB). 

 tn - noise tracking, which takes the values 1 (true) or 0 (false). The 
default is false. With this power on, the noise level is automatically 
adjusted. 

 tr - track balances, enable or disable. The default is 0 (Fig. 5). 
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2.2.5 Filtration 

Filtering is one of the main stages of processing time or spatial series of 
measurements. Currently, there are many filtering methods, for example, 
median filtering, polynomial approximation, cosine filtering, Fourier transform 
and wavelet transform, etc. (Fig. 6). 

The Savitsky-Golay filter is digital 

Based on the Savitsky-Golay filter, a set of digital data points is carried out for 
data smoothing, which allows increasing the data accuracy without signal 
distortion. Precision is maximized in the process, that is, as in convolution, by 
selecting successive subsets of adjacent points using a low degree algebraic 
polynomial based on the least squares method. If the points are located at the 
same distance, then the analytical solution to the least squares equations can be 
found in a single set of "convolution coefficients" that can be applied to all 
subsets of the data to obtain smoothed estimates. The signal (or derivatives of 
the smoothed signal) at the center point of each subset. This method, based on 
established mathematical procedures, was popularized by Abraham Savitsky 
and Marcel J.E. (Fig. 7, Fig 8.) 
 

 

Fig. 5. Window of Noise Reduction  

The created software uses the savgol_filter [3] function in the Python 
programming language. Filtering parameters are presented in the form below. 
 

 

Fig. 6. Window of filtration 
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Fig. 7. An example of applying the filter of Savitsky-Golay. Win_len = 5, poly_order = 3 

 

 

Fig. 8. An example of applying the filter of Savitsky-Golay. Win_len = 15, poly_order = 3. 

2.2.6 Pair quantization 

The pair quantization, carried out by reducing the number of proposed features, 

is implemented as follows. Features are distinguished from the speech signal 

based on the following formula (pattern), 

( 1)1
 

i L

i j

j i L

s x
L

 

 

             (1) 

where j
x  is a vector consisting of symbols of a given speech signal, L  -step.  

2.3. Hearing 

At this stage, the pre-processed speech signal can be saved to a file in audio 
format.  

2.4. Feature extraction 

At this stage, the features of speech signals are formed as: MFCC, LPC, PLP 
and medium quantum. 

The linear prediction cepstral coefficient method, the perceptual linear 
prediction coefficient method and robust PLP (PLP-RASTA), the cepstral 
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coefficient coefficient method on the chalk scale (MFCC) are the most powerful 
methods based on cepstral signal analysis.  
LPCC is a linear prediction cepstral coefficient method. Based on the 
calculation of the coefficients of the autoregressive model for each frame of the 
audio signal. After obtaining all the model parameters, cepstral coefficients are 
calculated based on the recursive function.  
PLP is a perceptual linear prediction coefficient method. The method differs 
from the LPCC method in that it takes into account the characteristics of the 
perception of various frequencies by a person - before calculating the 
parameters of the autoregressive model, the signal undergoes a certain pre-
processing. The calculated instantaneous Fourier spectrum is converted into a 
spectrum on the barque scale, after which the operation of convolution of the 
masking curves of the critical bands with the obtained spectrum is performed to 
obtain the frequency masking effect. Next, the volume curve and cepstral 
processing are approximated. 
The advantage of the PLP method compared to LPCC is that it allows you to 
suppress information related to the individual characteristics of the speaker by 
choosing the appropriate model order. However, this method is more sensitive 
to the pitch frequency. 

2.4.1 Mel-coefficient coefficients (MFCC) 

MFCC - based on human auditory perception, and obtained on a scale of twisted 
frequencies. To calculate the MFCC, a speech window is first created to divide 
the speech signal into frames. To get the same amplitude for all formats, high 
frequency formants are reduced in amplitude, compared to low frequency 
formants, high frequencies are emphasized. After creating a window for 
calculating the power of the spectrum for each frame, a fast Fourier transform is 
performed. After application (FFT) based on the filter base using the melting 
scale, it is processed by the power spectrum. To calculate the MFCCs after 
transforming the power spectrum to the logarithmic domain, DCT is performed 
in the speech signal. The following formula is used to calculate Mel for an 
arbitrary frequency [4, 5]: 

  102595 log 1
700

f
mel f

    
 

           (2) 

where  mel f  -Mel frequency, а f  - frequency. 

MFCC is calculated using the following formula: 
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where l   number of Cepstral melting factors, Ŝ
l
 - output filter set, ˆ

n
C  are the 

last coefficients of MFCC. 
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Based on MFCC, the low-frequency region is determined more efficiently than 
the high-frequency region, and it can calculate formants belonging to the low-
frequency range, and also describes the resonances of the vocal tract. 

MFCC is universal and recognized as an interface procedure for typical 
identification applications [4]. In addition, MFCC is ideal when the source 
characteristics are stable and consistent across sounds [6]. MFCC is also able to 
capture information from sampled signals in which the frequency is not more 
than 5 kHz. Such signals cover most of the energy of sounds generated by 
humans. 

In speech recognition, MFCC is widely used [7]. There are formants higher than 
1 kHz and are not taken into account due to the large distance in the high 
frequency range between filters [4]. In the presence of MFCC background 
noise, the signs are not accurate and cannot be generalized [5]. 

2.4.2 Perceptual Linear Prediction (PLP) 

Based on the PLP method, critical bands are combined, the intensity is 
compressed into loudness and a preliminary emphasis on equal loudness when 
extracting relevant information from speech.  
PLP is based on a non-linear scale and was first used in speech recognition 
problems to eliminate speaker-dependent functions [8]. PLP represents a 
smoothed aligned and compressed, similar to human hearing, short-term 
spectrum, transforms it as MFCC. 
Based on the PLP approach, some important hearing characteristics can be 
expressed, and the subsequent auditory speech spectrum is approximated using 
an autoregressive pan-polar model [9]. With PLP, the minimum high frequency 
resolution is obtained, which means the auditory filterbank approach, but 
produces orthogonal results like cepstral analysis. For spectral smoothing, PLP 
uses linear prediction, hence the name - perceptual linear prediction [10]. The 
combination of spectral and linear predictive analysis is PLP. 
To calculate the characteristics of PLP, speech is highlighted as a window 
(Hamming window), the Fast Fourier Transform (FFT) is calculated and 
squared. This gives energy-spectral estimates. Then a trapezoidal filter is 
applied at a predetermined interval, usually 1 cortex.  
This filter integrates overlapping responses and also effectively squeezes the 
highest frequencies into a narrow band. As a result of integration, high 
frequencies are effectively compressed into a narrow band. 
Then, on the scale of distorted frequencies of the cortex, convolution is 
performed in the symmetric frequency domain, which allows smoothing the 
spectrum, where low frequencies mask with high frequencies. 
Then the symmetrical frequency domain is convolved according to the scale of 
distorted frequencies of the cortex, which, by smoothing the spectrum, allows 
low frequencies to mask high frequencies. Subsequently, the spectrum is pre-
emphasized to approximate the uneven sensitivity of human hearing at different 
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frequencies. Compression of the spectral amplitude decreases the change in the 
amplitude of spectral resonances. IDCT is performed to obtain autocorrelation 
coefficients. Spectral smoothing is carried out on the basis of solving 
autoregressive equations. With the help of autoregression coefficients, the 
values of cepstral parameters are obtained [10]. 

To calculate the frequency of the cortex, the following formula is used: 

  26.81
0.53

1960

s
bark s

s
 


             (4) 

where  bark s  - core frequency, and s  - frequency in Hz., 

The identification results based on PLP are much better than LPC [10]. It 
justifies that PLP effectively suppresses speaker-specific information. In 
addition, it has improved independent recognition characteristics and is resistant 
to noise, changes in channels and microphones. 
Based on PLP, autoregressive noise components are accurately restored. In 
addition, PLP is more sensitive to any changes in the frequency of formants. 
Linear Prediction Cepstral Coefficients (LPCC). LPCC is the cepstral 
coefficient, which is obtained from the calculated envelope of the LPC 
spectrum. The LPCC coefficients are illustrations of the Fourier transform of 
the logarithmic spectrum of quantities [11, 12] LPC. 
Cepstral analysis ideally symbolizes speech signals and characteristics with a 
limited size of functions and therefore they are usually used in the field of 
speech processing [12]. 
Rosenberg and Sambur noted that adjacent predictor coefficients have a high 
correlation, and with less correlated characteristics the representations will be 
more effective, therefore LPCC is of this kind. 
If the signals have a minimum phase, then the LPC is easily converted to LPCC 
[13].  
In speech processing based on LPCC, they are likewise computed as LPC [12]. 
LPCC are calculated based on the following formula [13]: 

1

1

m

m m k m k

k

k
C a c a

m






     
              (5) 

here m
a  - linear prediction and m

C  - cepstral coefficient. 

LPCCs have a lower error rate than LPC functions [12] and have a slight noise 
vulnerability [11]. Higher order cepstral coefficients are mathematically limited, 
resulting in an extremely large amount of variation when going from lower 
order cepstral coefficients to higher order cepstral coefficients. Likewise, LPCC 
estimates are highly sensitive to quantization noise. 
In high frequency speech signal, cepstral analysis gives little separability 
between source and filter in the field of quantity. The lowest order cepstral 
coefficients are sensitive to spectral tilt, and the highest order coefficients are 
noise sensitive. 
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The result of this step, i.e. the processed speech signal is transmitted to the 
identification step. If the identification result is lower than expected, proceed to 
stage 3 and the process continues. 
 

2.5. Speaker recognition and speech recognition 

At this stage, the processed speech signal is used to identify a person by voice. 
If the result is lower than the specified result, go to stage 3, and the process 
continues. 
Vector quantization (VQ). VQ [15] is an efficient data compression method. It 
is effectively and successfully applied in various systems such as vector 
quantization coding and recognition. 
Codebooks are created on the basis of the LBG algorithm [14, 15]. In [16, 17], 
the following steps of the LBG algorithm are given: 

i. Development of the 1st vector codebook; which is the centroid of all 
training vectors. 

ii. Doubling the size of the codebook is done according to the rule by 

dividing each current codebook m
с

: 

 1
m m
с с                               (6) 

 1
m m
с с                   (7) 

where m  ranges from 1 to the current codebook size,   - split parameter. 

iii. Finding centroids for a shared codebook 

iv. Repeat stages 2 and 3 until a codebook of size M is developed. 

Euclidean distance 

Based on the Euclidean distance, the similarity or difference between two 
spoken words is calculated, arising after quantizing these words in its codebook. 
The new word is compared by measuring the Euclidean distance between the 
feature vector of the new word and the model (codebook) of known words in the 
base. The word with the smallest distance is chosen according to the following 
formula: 

   2

1

,
M

i i

i

d x y x y


                                                                                     (8) 

where, i
x  is the i-th vector input features, i

y  is the i-th vector features in the 

codebook, d  is the distance between i
x  and i

y . 

Based on the proposed structure (Fig. 1), software for personal identification by 
voice (Fig. 10) and speech recognition has been developed. The general view of 
the developed software is shown in Fig. 9. 
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Fig. 9. Window software preprocessing speech signals 

 

 

Fig. 10. Identification module 
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3. RESULTS 

The base of speech given in [18, 19, 20] consists of 100 people, of which 74 are 

men and 26 are women. The database contains 10 speech files for each person, 6 

of which were used for training and the remaining 4 for testing. In this case, the 

duration of each file is 2-5 seconds. 

The experimental results were obtained on the basis of the above-mentioned 

speech base using the main algorithm and the proposed algorithms. 

 

Table 1. The results of the comparison algorithms 

Algorithm 
Data Size 

(MB) 

Results 

(%) 

Time of training 

(sec.) 

Time spent on 

identification 

(sec.) 

Basic 285,3 99,6 45,3 69,3 

The proposed 31,5 98,4 6,7 13,1 

4. DISCUSSION 

Experimental results show that the accuracy of the proposed algorithm is less 
than 2% than that of the existing algorithm. Experimental studies have shown 
that the famous algorithms do not meet the requirements of real time. The 
algorithm proposed in the work, by reducing the number of features used in 
personal identification by voice, made it possible to reduce the recognition time 
by up to 5 times. And also the size of the file used for recognition is 
significantly reduced. This ensures a reduction in the volume of the speech 
database and an increase in the speed of data transmission over the channels. 
This justifies the use of the program based on the proposed algorithm in 
recognition systems. 

5. CONCLUSION 

The chapter proposes a pair quantization algorithm. The number of signs 
obtained using this algorithm is at least two times less than the number of signs 
obtained using existing algorithms. This speeds up identification. Based on the 
proposed algorithm, experimental studies were carried out using an example of 
solving a practical problem. As a result of the work done, a software structure 
for preprocessing speech signals for a speech recognition and identification 
system is proposed. It is planned to develop a system for automatic speech 
recognition based on the attributes of a pair quantization algorithm. 
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ABSTRACT 
In Bangladesh, Ecommerce is flourishing day by day especially in the time of crisis the 

world is facing. There are many platforms available on these sites among which Daraz 

is the most successful marketplace. This online platform allowed people the ease to do 

shopping but a large number of reviews and comments made it difficult to opt for the 

best option. In this paper, the focus is on cataloguing the positive and negative reviews. 

For this purpose various classifiers were used by using Python. Data cleaning was done 

and after application of Term Frequency -Inverse Data Frequency with Principal 

Component analysis it was found that Ridge classifier performed best with more 

training time then other classifiers and depicted high accuracy. This classifier could help 

different businesses on different platforms to identify the positive and negative reviews 

and can provide customers with details about the quality of products. 

Keywords: Adaboost classifier, Principal component analysis, Python, Ridge classifier, 

Term Frequency-Inverse Data Frequency 
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1. INTRODUCTION 

Ecommerce is a short form of “electronic commerce’ which significantly 

elaborates any kind of exchange of currency for services online. Every business 

in ecommerce informs about the type of products they to their customers. There 

are three categories in which ecommerce businesses sell their products which 

are B2B, B2C and B2G. They can also be differentiated on the way they sell 

their services. These options are branded ecommerce stores, Ecommerce market 

places and conversational commerce. Popular ecommerce sites in Bangladesh 

are BD jobs, Clickbd, Bikroy, BoiMela, Rokomari, foodpanda, Daraz, Chaldal 

etc. Daraz is an online marketplace and logistics company which run in South 

Asian and Southeast Asian markets and was founded in 2012. It's one of the best 

ecommerce sites in Bangladesh. Ecommerce market in Bangladesh made a 

quantum jump in 2017 and developed at an incredible 70% from 2016. 

Ecommerce is at its peak in Bangladesh in this pandemic crisis. In this paper, a 

large number of Daraz product reviews were scraped and each review got 

labelled according to sentiment-based analysis that might be positive or 

negative. Total 900 reviews were amassed from Daraz and results in the 

building of a sentiment analyser which can be trained using data already present 

so that new reviews and comments can be catalogued. Presently, five 

ecommerce sites are growing rapidly in huge markets of Bangladesh. The 

principle goal of this study is to anticipate their sales and to find their customer 

satisfaction level. 

2. LITERATURE REVIEW 

Examination work was done which presents a structure for utilizing text digging 

for get-together client's input. This strategy is utilized to assemble the top 

credits related to a gathering of gadgets. An examination of properties of 

various gadgets and their positive and negative qualities referenced by clients 

were utilized to improve the group of people yet to come of items. [1]. 

For removal of uncertainty regarding purchases online reviews may help in 

clearing all doubts. A tale strategy was utilized that consolidated the 

Bass/Norton model and estimation examination while utilizing verifiable deals 

information and online audit information was created for anticipating item 

deals[2]. 

For text sentiment analysis feature extraction is one of the key method. The 

corresponding algorithms have important effects. A novel methodology was 

introduced to extract features. Summed up TF-IDF include vectors were gotten 

by the presentation of semantic comparability of equivalent words. The 
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neighbourhood examples of highlight vectors were related to OPSM 

biclustering calculation [3]. 

In an indagation utilizing film audits, it was discovered that standard technician 

learning strategies certainly beats human delivered baselines. Three AI 

techniques were utilized called Naïve Bayes, greatest entropy order, and 

backing vector machines performed well on conventional Topic based 

classification [4]. 

Electronic business is getting famous because of an enormous number of item 

surveys. Assessment mining was utilized to catch client surveys. Furthermore, it 

isolated audits into abstract articulations and target articulations. An epic multi-

dimensional model was proposed for assessment mining which incorporated 

client's attributes and their conclusion about any item [5]. 

No conclusion has been drawn yet on the multi-domains applicability in 

Chinese. Comparison was done for ten approaches of aspect opinion extractions 

on Chinese corpora from seven domains. Compared methods include TF-based 

models plus POS, CRFs based opinion mining, and SVM bas4d opinion mining 

CART based opinion mining and LPM-based opinion mining [6]. 

Term selection methods reduce the size of vocabulary effectively in text 

categorization for improving quality of classifier. It focuses on identification of 

relevant terms for each category without affecting the quality of text 

categorization [7]. 

An approach was described to object reveal which searches and localize all the 

occurrences of an object in a video. The object is represented by a set of view 

point invariant region descriptors so that recognition can proceed successfully 

despite changes in view point. Efficient retrieval can be achieved by employing 

methods from statistical text retrieval including inverted file system. In addition, 

weightings of text and document frequency. The final rankings also depend on 

spatial layout of the regions [8]. 

The joint likelihood capacity of groupings of words in a language can be 

educated as an objective of the factual language model. It is naturally 

troublesome. Successful yet conventional methodologies dependent on n-grams 

get speculation by connecting short covering arrangements found in the 

preparation set. To battle against the scourge of dimensionality a circulated 

portrayal for words was utilized which permitted each preparation succession to 

become familiar with the model about an outstanding number of semantically 

neighbouring sentences [9].  

Variations of a neural organization design for factual language displaying have 

been proposed and applied effectively e.g in the language demonstrating part of 

the discourse recognizer. They get familiar with an implanting for words in a 

persistent space that assists with smoothing a language and give better 
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speculation in any event, when the quantity of preparing models is deficient 

[10].  

Two epic model structures for calculation of persistent vector portrayals of 

words from extremely enormous datasets were proposed. The quality was 

estimated in a word closeness task and the outcomes are contrasted with 

beforehand best-performing strategies dependent on various kinds of neural 

organizations [11].  

With the quick development of internet shopping more clients share their 

encounters and item audits. Both huge amounts and different types of audits can 

carry trouble for likely customers to synopsis all heterogeneous surveys for 

reference. Another positioning framework was proposed through online audits 

dependent on different parts of elective items. Initially the loads of these angles 

were resolved with the LDA point model to figure the target notion estimation 

of the item. At that point purchaser's customized inclinations were taken. A 

coordinated diagram model was built and the last score was registered utilizing 

the PageRank calculation [12]. 

For processing natural language processing tasks continuous word 

representations were used. Popular methods which learn these representations 

ignore the wordings morphology. A vector representation is associated to each 

character n-grams. The method was fast which allowed to train models [13]. 

Archive feeling arrangement has become a zone of exploration. It tends to be 

viewed as a unique instance of effective characterization applied distinctly to 

emotional segments of an archive. Thus the critical errand in archive estimation 

order m is subjectivity. Approaches existing to remove emotionally depend on 

etymological assets [14].  

Another troupe learning structure was utilized for assessment order of Chinese 

online surveys. Most importantly as indicated by convoluted attributes of 

Chinese online audits a grammatical form was separated. Calculation of 

Random Subspace dependent on data picked up by considering the issue of 

enormous highlights in the surveys which can improve base classifiers all the 

while [15].  

These days clients search for highlights that help them explicitly yet among a 

great many audits, it's difficult to track down certain criticisms. The proposed 

framework followed a semantic-based way to deal with extricate highlights of 

items. The recursive profound model is utilized to distinguish the estimation 

direction of surveys [16].  

The developing prevalence of conclusion rich assets, for example, survey 

gatherings for the items have made it hard to pick the correct item. A unique 

framework was proposed for highlight based synopsis of clients' sentiments for 
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online items. The last extremity of highlight conclusion sets was determined 

[17].  

A plan was made for Stanford composed conditions to give a basic portrayal of 

linguistic connections in a sentence that can without much of a stretch be 

perceived. As opposed to the expression structure portrayal that has since quite 

a while ago overwhelmed the computational phonetic network [18].  

The web has become a great hotspot for social affair client audits. The quantity 

of surveys got by an item develops fastly. The nature of client audits is surveyed 

as the most critical. An endeavour was made to survey see dependent on its 

quality to assist them with settling on a legitimate choice [19]. 

In another research semantic based approach was used to assist customers and 

manufacture merchants to mine different products features. And to find opinion 

summarisation about each extracted features [20].  

3. METHODOLOGY 

All the data regarding reviews and comments were scraped the website of 

Daraz. A sum total of 900 comments were scraped from this website and among 

them 593 are 0’s and 307 are 1’s. 0 and 1 (positive or negative) was manually 

set after reading the whole sentence by human. The data set was then filtered 

and emoticons were removed. All comments are in bangla language. 

The methodological steps followed are as follows: 

• First comments were gathered from the relevant website. 

• Specific sentences were picked from reviews or comments. 

• Stop words were anticipated from each sentence. 

• By utilizing TF-IDF text sentence data was converted into numerical 

data. 

• Final dataset was obtained by applying PCA. 

• A variety of machine learning algorithms were applied on datasets of 

Python (pycaret). 

• At the end dataset was analyse. 

The fig 1 is image representation of methodological steps. 

 

At first, all non- English words and stop words were discarded. The positive 

comments were labelled as numeric 0 and negative comments got catalogued as 

numeric 1 (you can see it on fig 2). All the non-English words got axed from it 

by us. Natural Language Toolkit (NLTK) information center of python is being 

used for this purpose. Ergo, after the moping through the process, on the norm 

1983 data set were collected. 
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Fig. 1. Vertical Workflow 

 

 

Fig. 2. Fig 2: Data before TH-IDF 
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An analytical statistic is a numerical or scientific form of statistic which is being 

contemplated to mirror the principal of word in a docket or corpus and is called 

Short Term Frequency-Inverse Document Frequency (TF-IDF). This factor has 

weightage in retrieving information, text mining and user modelling through 

hunting of this data. 

Frequency of a word which pops up in a docket divided by the gross number of 

words in the document. Every document has its own term frequency.  

The log of the documents number divided by word w containing documents. 

Inverse data frequency determines the weight of rare words across all 

documents in the corpus. 

Most work is being done from Scikit-Learn. Text data is taken by it and 

converted to numeric information set. After this conversion, our data has 3394 

features. Due to so many less important features, features extraction were done 

using PCA. 

1. Principal Component Analysis  

A new coordinate system is being metamorphosed from data through orthogonal 

linear transformation so that each coordinate has greatest variance by scalar 

projection of data in an ordered way and so on. This is called principal 

component analysis. Higher variance comes to lie in first coordinate which is 

called first principal component and the lower variance in second coordinate. 

Our information set has 1678 features after application of principal component 

analysis. When applications of dimensions of principal component analysis got 

reduced and the data quality got lost. In case of principal quality analysis, 95% 

calibre of data was being maintained. 95% of the quality of real data was 

preserved by setting value of ‘n’ components as 0.95. Our latest data has 1678 

characteristics after application of principal component analysis. 

 

 

Fig. 3. Data after TF-IDF 

There are 1246 different fields (fig 3) of numeric data in the processed data in 

which last field signifies 1 for negative comments and 0 for positive comments. 
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Fig. 4. Number of Positive and Negative reviews 

4. EXPERIMENTAL RESULTS 

Following are the result obtained after implementation of the dataset in 

MATLAB: Among 15 classifiers accuracy, prediction speed, training time and 

total misclassification of top four were used. 

Table 1. Summery of Top 4 Classifiers performance 

Classifier Name Accuracy AUC Recall Precision F1 Kappa 
Time 

(sec) 

SVM (Linear) 0.7631 0.0000 0.5050 0.7212 0.5919 0.4323 0.1742 

Extra Trees Classifier 0.7615 0.7957 0.4305 0.7856 0.5487 0.4057 0.7022 

Ridge Classifier 0.7520 0.0000 0.4496 0.7283 0.5524 0.3939 0.0958 

AdaBoost Classifier 0.7472 0.7535 0.5149 0.6714 0.5805 0.4045 0.7662 

Ridge classifier has the fastest training speed while subspace Adaboost has the 

slowest as depicted in the training time graph. The Naïve Bayes decision tree 

was discarded due to low precision. 

 

Fig. 5. Time comparison of top 4 performers 
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Fig. 6. Accuracy comparison of top 4 performers 

Linear SVM gave the highest accuracy followed by Extra Trees Classifier. 

 

Fig. 7. Overall Performance of top 5 classifiers 

Though Ridge classifier has performed best but has low training speed. Linear 

SVM has high precision with high anticipation speed. So in case of 

implementation of Python for optimization ridge classifier has done the best 

function for categorizing positive and negative comments or reviews of Bangla. 

Here are the preset values used for the classifiers- 
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Fig. 8. Preset values of the classifiers 
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Fig. 9. Confusion Matrix of Linear SVM 

 

Fig. 10. Confusion Matrix of Extra Trees Classifier 

 

Fig. 11. Confusion Matrix of Ridge Classifier 
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Fig. 12. Confusion Matrix of Adaboost Classifier 

From the confusion matrix, its clarified Ridge classifier has high value as well 

as for extra trees classifier.  ROC curve of various classifiers are given in Fig 

13. 

 

Fig. 13. Adaboost Classifier 

 

Fig. 14. Extra Trees Classifier 
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For ROC curves a steeper curve depicts better output and Extra trees classifier 

has steeper curves.  

 

Fig. 15.  Linear SVM 

 

Fig. 16. Extra Trees Classifier 

 

Fig. 17. Ridge Classifier 
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Fig. 18. Adaboost Classifier 

The tuning of results showed that having low training time as in the case of 

Ridge classifier its variant can give 77.78% accuracy and this is the reason 

Ridge classifier is the best. 

5. CONCLUSION  

As the results depicted that after gathering all data different algorithms were 

applied among which Ridge classifier has the fast training time than subspace 

Adaboost while Naïve Bayes was discarded due to its inferior performance. 

Moreover the tuning of these classifiers also inferred that regardless of the 

training time Ridge classifier can give the precision of up to 77.8% and this 

makes it the best classifier to be used for categorizing comments or reviews in 

any business. 
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ABSTRACT 
The fuzzy method of depth map calculating using stereo images obtained on the 

path of mobile robots (agents) is considered. The method is based on SAD (sum 

of absolute difference) algorithm composition and fuzzy inference. Its special 

feature is soft arithmetic operators with fuzzy implication usage. The accuracy 

of the constructing depth map method is estimated by RMSE (root mean square 

error). The bestest soft operator has minimum RMSE. The method of depth map 

calculating which has seven steps is presented. The proposed method has 

showed that the accuracy of the SAD algorithm increases by 20% when soft 

operators is used. This conclusion is confirmed by the simulation results 

presented in the chapter. 

Keywords: Mobile Robots, Stereo Vision, Depth Map, Soft Computing, SAD, 

Fuzzy Logic 
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1. INTRODUCTION 

The development and development of mobile robotic systems (MRS) and the 

system is going on very intensively in today's time. Navigation problems are 

one of the main problems encountered by mobile robots. Localization, mapping, 

and route planning are important parts of the autonomous device navigation task 

[1]. Localization is responsible for accurately determining the current position 

of the robot in the surrounding space. The maps are built by collecting the 

robots ' sensory data and storing it in a form that is convenient for subsequent 

processing. Using the data obtained during the construction of the map, it 

becomes possible to plan a route that allows you to reach the whole from the 

starting position, without allowing a collision with obstacles. The Simultaneous 

Localization and Mapping (SLAM) method combines the two processes to 

provide more efficient offline navigation. SLAM algorithms are able to cope 

with various hardware or external constraints, for example, SLAM methods for 

monocular systems [2], SLAM methods using timely lidar and visual sensors 

[3]. 

In many cases, the capabilities of an individual robot will not be sufficient to 

solve the tasks set [15]. There is a need to use mobile robotic groups. One of the 

important tasks that is performed in the management of such a multi-agent 

system is the formation and support of robots of a given order. Methods of 

group control of unmanned aerial vehicles, methods based on the use of 

computer vision systems, neural networks and fuzzy logic [16], and advanced 

robotics are being actively developed. Recklessness on a large number of 

existing solutions to problems of movement of groups of robots system, when 

implemented, problems can be with the limitation of available computing 

resources of the mobile robot, and each robot and groups in general. 

The use of SLAM and autonomous navigation methods when controlling 

moving groups of MRS formations requires the addition of the motion control 

system of each robot with functionality related to obtaining and analyzing 

information from the surrounding space. In this case, the obstacle detection 

subsystem is of key importance, since obstacles play the role of "anchors" for 

linking the terrain map under construction. Solving the problems of detecting 

obstacles when navigating outdoors requires recalling up-to-date information 

about the surrounding space in the form of three-dimensional dynamic images.   

A large research and publication concerns monocular vision and laser sensors. 

From where stereo vision technologies take on additional benefits. The hot 

range information preceding the stereo vision is more accurate than the 

information preceding the laser sensors, it can be used effectively to calculate 

the three-dimensional placement and configuration of the object at a lower cost. 
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In addition, in a complex noisy environment, stereo vision can recognize the 

necessary volume, reducing such cheeks sliding with background elements. 

Secondly, it is expected that systems using stereo vision will be more reliable in 

real scenes, where sudden changes in awareness often occur. 

Problems associated with determining the location of moving and / or stationary 

obstacles on the path of a mobile robot arise during the development of a 

control system for it [4, 5]. To determine the relative position of objects, it is 

necessary to process data about the depth of the video scene and obstacles 

located along the path of the robot. Various methods are used to construct such 

scenes, for example, obtaining data from scanning lidars or using stereo vision 

systems [6]. It is necessary to solve a number of problems associated with 

finding objects located on stereo images during of developed of the stereo 

vision systems [7]. A depth map is a black and white image with grayscale 

color, in which the brightness of individual objects indicates the proportional 

distance to them. The main algorithms for constructing depth maps are SGM 

(Semi-Global Matching Algorithm) and SAD (Sum of Absolute Differences 

algorithm) [8]. Several passes are required to calculate the depth map using the 

SGM algorithm, while the second algorithm uses only one pass along the image, 

which reduces the processing time required to calculate the disparity value. It 

should be noted that 1 frame of stereo information in HD format (720p - 

resolution 1280 × 720 pixels) should be processed in 1/30 second, that is, in 33 

ms. Therefore, it takes about 50 ns to process 1 pixel. Therefore, decision-

making time is one of the main factors that must be considered when developing 

stereo systems for controlling mobile robots. Fuzzy logic is one of the ways to 

improve the accuracy of the stereo vision model [9]. However, fuzzy models 

have a number of system errors that reduce their accuracy [10]. It is 

recommended to use soft arithmetic operators during the fuzzy implication to 

eliminate these errors. 

2. FOUNDATIONS 

The obstacle detection subsystem for MRS navigation in a dynamically 

changing environment must meet stringent requirements. The need for a moving 

mobile robot to respond to changing environments in a timely manner, 

especially at high speeds, implies that the obstacle detection and classification 

system operates in real time. This implies the necessary maximum performance 

in conditions of operation on an on-board computer with limited computing 

power. Increased performance can be achieved by parallelizing data processing 

algorithms, so it is desirable to perform parallel execution of more resource-

intensive processing steps to improve performance. Also, the dynamically 
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changing environment imposes the required size of the guaranteed radius of 

detection of dangerous obstacles. This value must exceed the length of the 

braking distance of the mobile robot  at the maximum possible speed, including 

in bad weather conditions. Terrain patency at short and medium distances can 

be estimated using existing solutions, to minimize trajectory planning errors, the 

priority duty is to be obstacles at a long distance. In addition to the coordinates 

of the detected obstacles to plan the motion path of the robot is important 

additional information about the dimensions, the characteristics of the object 

and its overcome (for example, you can pass through low bushes, but the 

attempt to overcome tree trunk can result in the release of MRS of the car). The 

obstacle detection subsystem should allow you to get an estimate of the 

specified parameters for the detected objects. The sensor system used to obtain 

three-dimensional information about the surrounding space should ensure the 

functioning of the obstacle detection subsystem at your favorite time of day and 

have the maximum effective range performance. The sensor system should 

transmit the resulting three-dimensional spatial information in the video of a 

three-dimensional image (point clouds) - the multiplication of the coordinates of 

the vertices, the spatial mood that characterizes the surrounding objects. Cloud 

points (vertices) can carry additional information about the power 

characteristics of an object, such as blooming or reflectivity. To process the 

incoming information, it is necessary to use the methods of three-dimensional 

computer vision. 

Often, certain methods and algorithms cannot always be successfully applied in 

solving traditional problems of technical vision, there are no unified methods, 

which are universal. This is due to the fact that the technical vision systems of 

robot must satisfy hard trackers, which have a decently complex 

implementation, besides, no sensor appears ideal for solving a certain task. 

From the point of view of the implementation of the methods, there are a 

number of additional requirements for the technical vision system. In contrast to 

the algorithms for analyzing time signals, processing and analysis of images are 

more complex, since they represent three coordinates and time. 

In the process of analyzing the literature revealed that this analysis of images is 

often considered as unrelated processes. It is necessary to conduct a 

comprehensive analysis throughout the study, while loading 6the speed of the 

newly developed algorithms or modifying them.  In offers segmentation 

methods, describes the possibility of direct access to the source code. But the 

methods described in ra6ot are not suitable for systems that operate in real time. 

Today, complex hardware and software tools (APS) are used in three-

dimensional technical vision systems, which affects the production processing 

methods for solving the problem in real time. 
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These problems can be solved by developing soft fuzzy algorithms and creating 

new methods of processing to extract such data as flexible in this respect. To 

create high-performance 3D technical vision systems, it is necessary to exclude 

the operation of matching stereo pairs when analyzing frames, to ensure the 

receipt of spatial video information by a single mobile video sensor, to increase 

the noise immunity and to develop a simple software o6 support – to synthesize 

a three-dimensional image, it is necessary to determine a strategy for images 

obtaining that lack projections of the object based on the results of images 

obtaining of the original object. To the basics of these confusions, it can be 

argued that the capabilities of the currently existing means of forming and 

image processing are limited, so when developing a video system, it is 

necessary to load both a trace to the completeness and quality of the information 

posted by them, and the possible wearing of their constituent elements. 

In order to perform the task in real time, the algorithms used should be more 

simple and allow for efficient computational implementation. But the high range 

of tasks and the desire for the universality of the system force us to abandon 

simple algorithmic solutions and switch to complex methods of processing and 

analysis of video information. It is also worth noting that it is possible to 

organize the system's flexibility for calculating various different algorithms with 

a large number of variable parameters. It is also necessary to note that the 

operators of robots are often ordinary users, not highly qualified specialists, and 

often they do not fully control the mathematical methods of video information 

processing, as well as programming. The above-mentioned specifics of solving 

technical problems actualizes the development of completely new hardware and 

software tools, which will effectively supported all the necessary modes of 

operation of the robot technical vision systems. 

Based on the above, we can draw the following conclusion: when developing 

multi-agent stereo vision systems in complex environmental conditions, the 

range of tasks to be solved with the help of robot is significantly complicated 

and, satisfactorily, the need for the development of a universal technical vision 

system, equipped with satisfying means for solving complex functional 

problems arising from the conditions of work, increases. At the same time, the 

defining qualities of the functional should be the speed, accuracy and flexibility 

of information processing methods when solving the problem in real time. 

2.1. Statement of the problem 

Let's set the task of improving the accuracy of the stereo vision system for 

constructing depth maps based on the estimate of the RMSE (root mean square 

error) coefficient: 
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where w, h are width and height of the image; I'i,j is brightness level on the 

reference image; Ii,j is brightness level in the output image. 

For the study, we will use soft operators with the following formulas: 
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where a, b are operands;  is coefficient of softness ( = 0.05); n is the number 

of operands. 

The most accurate method is the one with the minimum RMSE. 

3. RESEARCH METHODOLOGY 

Fuzzy method for constructing a depth map from stereo images 

The calculation of fuzzy method for constructing a depth map from stereo 

images is performed in several steps. 

Step 1. The calculation of the difference in intensity levels on stereo images: 
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y 

where Il, Ir are color intensity on the left and right stereo images; x, y are 

coordinates on stereo images; R, G, B - components of the three-channel color 

model. 

The calculation the disparity from array of the difference in intensity levels on 

stereo images: 
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(8) 

 

The SAD algorithm in graphically view is presented in Figure 1. 

 

left stereo image Х

m 

n 

 

Left Stereo Image 

right stereo image Х

D(x,y) 

dmax 

 

Right Stereo Image 

 

 

Depth Map 

Fig. 1. Graphical interpretation of the SAD algorithm 

Step 2. Calculation of the degrees of input membership functions (MF). In order 

to increase the speed of the fuzzy multi-criteria decision-making (FMCDM) 

system and implement it on the basis of Field-Programmable Gate Array 

x 
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(FPGA) it is recommended to use the type of MF for calculating the degrees of 

input membership functions which fewer arithmetic operations are needed. For 

instance, to calculate triangular MF, only subtraction and division operations are 

required. The subtraction operation in FPGAs is simple. To implement the 

division operation, it is recommended to select the difference between the MF 

labels to be a multiple of a power of 2 (2, 4, 8, 16, 32 ...). Then the division 

operation is replaced by a right shift operation. Input MFs in FMCDM are 

shown in Figure 2, a. 

 
a) 

 
b) 

Fig. 2. Membership functions: а – input MF; b – output MF 

The degrees of the membership functions of the input variables are calculated 

using the following formulas: 
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where i is the number of the input variable (i = 1 ... 3). 
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Step 3. Calculation degree of conclusions of fuzzy rules. In general, the fuzzy 

rule has the form [12, 13]. The degree of conclusions will be calculated using 

the formulas shown in Table 1. 

 

Table 1. Degrees of conclusions of fuzzy rules 

 

The conclusions of fuzzy rules 

Y1=( A31, A32, A33) 

Y2=max([( A31, A32, A23)], [( A31, A22, A33)]) 

Y3=max([( A31, A32, A13)], [( A31, A22, A23)], [( A31, A12, A33)]) 

Y4= max([( A31, A12, A13)], [( A31, A12, A23)], [( A31, A22, A13)]) 

Y5= max([( A21, A22, A33)], [( A21, A32, A23)], [( A21, A32, A33)]) 

Y6= max([( A21, A12, A33)], [( A21, A22, A23)], [( A21, A32, A13)]) 

Y7= max([( A11, A32, A33)], [( A21, A12, A23)], [( A21, A22, A13)]) 

Y8= max([( A11, A22, A33)], [( A11, A32, A23)], [( A21, A12, A13)]) 

Y9= max([( A11, A12, A33)], [( A11, A22, A23)], [( A11, A32, A13)]) 

Y10= max([( A11, A12, A23)], [( A11, A22, A13)]) 

Y11=( A11, A12, A13) 

 

Note. The  sign means a fuzzy-logical operation of finding a hard or soft minimum 

using formulas (2)÷(6). 

 

Step 4. Defuzzification. 
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Step 5. Calculation of disparity value on the depth map. 
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4. EXPERIMENTAL RESULTS 

Stereo images with a size of 450÷375 pixels (Fig. 3) were used for simulate the 

process of constructing a depth map [14]. This makes it possible to assess 

visually and quantitatively the effectiveness of the proposed FMCDM. The 

fuzzy inference system is formed on the basis of the MFs shown in Figure 2. 

The maximum depth value dmax = 64. The disparity values (see Eq. 11) were 

multiplied by 4 to correspond to 256 shades of grayscale. In the MS Visual 

Studio 2013 on the C # programming language was developed a software model 

that allows building depth maps and evaluating their accuracy using formula 

(1). Studies were carried out for the SAD method, fuzzy operators (2)÷(6) 

according to the method presented in [14], and using the FMCDM from stereo 

images. Table 2 summarizes the values of the RMSE coefficient. 

 

 
 

 
а) 

 

 
 

 
b) 

 

 
 

 
c) 

 

Fig. 3. Stereo images: а – Teddy; b – Cones; c – Venus 

Note: The figure shows the left and right stereo images and a reference depth map. 

It should be noted that in the methodology [11], only a hard operator was used 

to construct the depth map in the compositional rule of Zadeh. 
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Table 2. Value of RMSE 

 Image Method Operator MIN PROD MEAN Soft-
MIN I 

Soft-
MIN II 

Teddy SAD RMSE 47.77 

[11] RMSE 44.91 46.74 40.98 41.09 38.42 

FMCDM RMSE 38.65 38.86 38.09 37.76 38.32 
Cones SAD RMSE 51.79 

[11] RMSE 50.81 52.76 47.12 39.77 39.7 

FMCDM RMSE 32.43 32.83 31.89 31.64 32.45 

Venus SAD RMSE 50.07 

[11] RMSE 46.64 46.64 46.05 45.92 46.16 

FMCDM RMSE 41.44 44.94 38.8 39.75 39.63 

 

Note. The minimum RMSE values are in bold italic type. 

 

As shown by the data presented in Table 2, when using soft operators, the 

accuracy of the method [11] increases. Table 3 shows video images of depth 

maps obtained using the proposed FMCDM. The visualization of the depth map 

using soft operators (2) ÷ (6) is also shown. 

Analysis of Table 4 showed that all images contain artifacts in the form of white 

dots. White dots on the depth map show objects that are closest to stereo 

cameras. For example, when a mobile robot avoids obstacles, white dots will 

give false objects that are in front of its path. 

To compensate for artifacts, it is proposed to use the following method.  

1. It is necessary to evaluate the data that comes to the input of the fuzzy 

system in areas with artifacts. In Figure 4 (a) artifact has coordinates x 

= 254, y = –68. The value of the disparity at this point is equal 62. This 

value is predicted by analyzing the input data presented in Figure 4(b). 

Taking into account formula (11), the disparity is equal to the value of 

the fourth local minimum. Scaling 62 × 4 = 248 produces a light tone. 

2.  It is necessary to estimate the real value of disparity on the depth map. 

Visual assessment (Fig. 4, b) shows that the correct value of disparity 

on the depth map should correspond to the first minimum and be equal 

to 16. 

3. Exclude from the calculation the false zones of fuzzy inference 

triggering. To ensure this task, it is necessary to introduce an additional 

condition for calculating the disparity value. Taking into account the 

data presented in Figure 4,b, such a condition is the rule: 

IF (SAD(x, y, d)>1200) AND (D(x,y)≥32) 
THEN Ai = 1000 
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This compensating rule makes it possible to reduce the appearance of maximum 

values of the value D (x, y) determined by formula (11) (Fig. 4, c). Using the 

proposed rule a value equal to 16 is formed at the output of the fuzzy system. 

 

 

(а) 

 

(b) 

 

after correction 

before correction 

 

(c) 

Fig. 4. Depth map: а – Teddy; b – before correction D(x,y); c – after correction D(x,y) 
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Visualization of the depth map using the compensating rule is shown in Figure 

5. Analysis of Figure 5(c) shows that there are no white dots in the resulting 

image. 

 

   

Fig. 5. Correction: а – algorithm SAD; b – operator Soft-min I without correction rule; 

c – operator Soft-min I with correction rule 

5. CONCLUSION  

Analysis of modeling the process of constructing a depth map using the 

proposed method showed that: 

1. The use of soft operators based on the analysis of RMSE increases the 

accuracy of the FMCDM. Thus, the fuzzy method for constructing a depth map 

for the three analyzed images proposed has an advantage over the SAD 

algorithm by 24%, compared with the prototype method by 11%. 

2. When soft operators are used in the compositional rule, the accuracy of the 

fuzzy model increases. The best RMSE values were obtained using the 

following soft operators: MEAN, Soft-min I, and Soft-min II. 

3. For eliminate artifacts, it is necessary to introduce a compensating rule in the 

structure of fuzzy inference, which limits the possible value of input of fuzzy 

model. 

4. The smallest operating time of the fuzzy inference system was obtained using 

the soft MEAN operator. 

5. The developed method will increase the efficiency of mobile robot control in 

multi-agent robotic stereo vision systems by increasing the accuracy of 

determining the distance to objects and reducing the decision-making time. 
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ABSTRACT 
The present chapter relates to a system for data collection in wireless sensor networks. 

The object is to provide an improved Quality of Services using bandwidth control 

sectoring technique for WSNs. To reduce the power consumption through system. The 

nodes are randomly deployed in the network. There are sectors formed according to the 

equal number of sector heads. There is one sink node, which collects data from sector 

heads. Common nodes are deployed randomly to transmit data packets to the respective 

level 1 node within a sector. Thus, bandwidth will be controlled, and congestion in the 

network is reduced. Bandwidth control sectoring technique (BCST) achieves the various 

quality parameters of Network. QoS like period of time (delay), power resource 

efficiency, delivery ratio, loss ration including throughput. This chapter shows the best 

protocol for data dissemination in wireless sensor networks. This is designed for 

achieving maximum QoS of wireless sensor networks. 

Keywords: Bandwidth Control Sectoring Technique, BCST, Congestion Control, 

Sector head, Quality of Services, QoS, Wireless Sensor Networks, WSN 
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1. INTRODUCTION 

Wireless sensor networks[1] can be specified to track geological and 

physiological factors such as temperature, noise, friction, strain, activity, etc. as 

self-organized and resources-less sensing devices to pass that data across a 

network to an end nodes or wireless device, in which the information is 

gathered and processed in the unit [4][12]. A sink or base station serves as a 

user-to-sensor connection. By entering probes and acquiring responses again 

from sink, one could recover the relevant data from either the network [13]. 

There seem to be typically several or groups of cells in a wireless sensor 

network. Utilizing wireless signals, the IoT devices can interact with the root 

station.[5][6] With signaling and computer equipment, communications 

equipment and power components, a wireless sensor node is configured. 

Constricted space, speed of information processing and processing capacity are 

the actual mobile devices in a wireless sensor network (WSN) which have 

constraints. After the node again for sensor They are liable for self-organizing 

an adequate system framework after the sensor nodes are configured in the 

network, mostly with multi-hop coordination with them [7][8]. Wireless sensor 

devices answer to requests given to execute particular actions from a root station 

[9]. Global Navigation Method and local positioning methods can be utilized to 

gain place and pos-related knowledge [10][11]. 

2. LITERATURE SURVEY 

In research paper, in effect to enhance power consumption, the researcher 

outlined a new strategy for adapting the Minimal Power Efficient Clustering 

Hierarchy (OLEACH) to improve original LEACH and LEACH-C by actively 

sorting clusters relying on the residual energy of the nodes. In the this new 

method detectors node-heads evaluating the quantity of electricity staying after 

every round. The new cluster - based routing protocol is based on energy 

efficient, as the level of energy percentile for the chosen is specified in progress 

and consequently prevents its performance and non - stop cooperation task. In 

place to ensure optimal functioning of the overall system, the latest cluster - 

based routing system is based on a sustainable value limit, eliminating the 

formation of a leader of the group. The technique for effective energy clustering 

for WSNs was being presented. Informative tests of the local network of 

wearable sensors indicate that our approach is good for increasing network 

period and also has the likely to improve the service life of the whole network. 

From our perspective, O-LEACH can run on both active and passive systems. 

We have assessed O-LEACH only on real networks in this article. This 

approach also can be checked on large structures. The test results show that 
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compared to the initial Leeching and Leeching-C, the new scheme gains greater 

stability and enhances device longevity and resilience [1]. Dynamic traffic 

control technique is introduced by author Bharadwaj. This technique is 

implemented by using WSN. Sensors are used to discover the traffic congestion 

for dynamically manage the traffic. Dynamic traffic control has overcome the 

disadvantages of static traffic control. The major disadvantage of static traffic 

control is sometimes it may block the emergency vehicles like i.e. ambulance 

because of traffic congestion. In this technique, Traffic Control Unit, Monitor 

Unit, and Roadside Unit are used to efficiently control the traffic congestion. 

RFID reader is used to reading the unique RFID code for an emergency vehicle 

as well as it sends to the monitor unit. Sensors, proximity switch, and RFID tags 

are used by monitor unit to count the normal vehicles and emergency vehicles. 

Count information of the vehicle is sent to the traffic control unit. After 

receiving count information of vehicles, the signals are changed dynamically. 

Author has compared the results of static traffic control technique and dynamic 

traffic control technique. Results are taken for time used by vehicles from 

source to different destination as well as time is calculated by using speed and 

distance. Dynamic traffic control technique works for all situations. Reduces the 

traffic delay and saves the throughput time of travel are the advantages of the 

dynamic traffic control technique [2]. 

The author Weiqi Chen has proposed joint QoS provisioning and congestion 

control technique for the multi-hop wireless network. This technique is 

implemented by combining two techniques. One is Differentiated Queuing 

service and second is semi-TCP. Advantages of these techniques are provided 

per-packet granular QOS as well as systematic hop by hop congestion control. 

Using Joint technique two parameters getting by authors. These are flexible and 

adaptive for the dynamic multi-hop wireless network. In the joint technique, 

DQS is used for QoS in the logic layer and semi TCP is used for congestion 

control issue in the transport and MAC layer. Author has solved the different 

issues of the existing system. Those issues are delay estimation, overdue packet 

handling issue, ACK mechanism, and cross-layer design.   Using joint technique 

author has improved the performance of total throughput and reduces the total 

latency in the (multi-hop) i.e. multiple hops (levels) wireless network. The 

results are taken for data transfer-ratio and average end-to-end delay parameter. 

Using joint technique author has achieved different advantages. Those are 

handled overdue packets, transfer ratio and decreased total-latency for the multi-

hop wireless-network [3]. 
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3. PROPOSED SYSTEM 

In Figure 1 it is seen that nodes are randomly deployed in the network. There 

are sectors formed according to the equal number of sector heads.   Due to less 

capacity   of the communication channel and less availability of bandwidth for 

packet transmission, congestion over the network increases which directly 

affects the QoS parameters like de- lay, throughput, energy efficiency, packet 

delivery ratio, reliability. In the proposed system sectoring technique will reduce 

bandwidth problem and traffic congestion problem. There is one sink node 

which collects data from sector heads. Common nodes which are deployed 

randomly transmit data packets to respective level 1 nodes within a sector. 

Sector heads are nothing but level 1 node. In this way bandwidth will be 

controlled and congestion in network will be reduced. 

 

Fig. 1. Physical View (System Architecture) 

BCST Algorithm: 

Step 1 - START 

Step 2 - Initialization of scenario. 

Step 3 - Initialization of sink node equal to zero. Step 4 - Set hop count (level) 

to all nodes. 

Step 5 - Determine the nodes which are one hop away from sink node i.e Find 

out level  

one nodes. 

Step 6 - Assign level one nodes as sector head. 

Step 7 - Formation of sectors depending on the total number of sector heads. 

Step 8 - Common nodes within a sector transmit the data packets to their sector 

head. 

Step 9 - Sector heads transmit the collected information to sink node.  

Step 10 - STOP 
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Firstly, initialization of scenario will be done and initialization of sink node = 0 

will be carried out. Set hop count to all nodes to determine the levels of nodes in 

the network. That this next step is to figure out which points were a step ahead 

from the end nodes. Determine those nods as level 1 nodes. Level 1 node are 

near to sink node so next step is to determine level 1 nodes as sector head (SH). 

Due to less capacity of the communication channel and less availability of 

bandwidth for packet transmission, congestion over the network increases. In 

this case formation of sectors will control bandwidth. Form sectors equal to the 

total number of level 1 nodes i.e. sector head. After formation of sectors data 

transmission will be carried out. Data transmission is done within sector. 

Common nodes within a sector transmit data packets to sector head. Sink node 

collects data packets from level 1 nodes i.e. sector head. In this way bandwidth 

will be controlled and congestion in network will be reduced. 

4. RESULT ANALYSIS 

In this scenario total no of 30 nodes are deployed in sector form in 1000m* 

1000m area for simulation. One node is assigned as data collector node i.e. sink 

node. Remaining 29 nodes are working as a source node. Rate of data 

transmission is changing from 10 to 50 packets per sec. i.e. Transmitting data 

transmission limit to the end nodes. Protocols like C.S.M.A ,TD.M.A and 

802.15.4(Zigbee). included for performance analysis and these results are 

comparing with proposed MAC BCST. The routing algorithm for A.O.D.V is 

being included for  searching short distance path for data transmission.50 bytes 

packet size is fixed for this scenario along with 30 nodes. 

 

Fig. 2. Average PDR for RR 
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Above graph shown Average PDR (Packet Delivery Ratio) for reporting rate. 

Relative to modern technique, the Bandwidth Control Sectoring Protocol 

(BSCT) is substantially better. In case of heavy traffic like 50 packet transfer 

per sec it can increase the reporting rate of node but in case of less traffic like 10 

packet transfer per sec it can act as a normal MAC with constant reporting rate. 

In normal packet delivery gives 20% better result as compare to carrier sensor 

multiple access protocol (CSMA) protocol, 70% as compare to Tim div multiple 

access system (T.D.M.A) &75% as compare to 802.15.4 protocol. Similar to 

CSMA, TDMA and 802.15.4, the distribution of big packets is 15 to 25 

percentage points higher.  as result shown the BCST protocol a maximum 

number of packets will be delivered and minimum number no of packet will be 

drop.  

 

 

Fig. 3. Average PLR for RR 

Above graph shows average PLR (Packet Loss Ratio) for Reporting rate. 

The packet loss ratio represents the ratio of the number of lost packets to the 

total number of sent packets from sensor node to base station. Congestion is one 

of the main factors of packet loss. In normal reporting rate CSMA protocol 

drops 70% packets, TDMA and 802.15.4 protocol drops 90% packets and as 

compare to other protocols with BCST only 20% packet drops. The 

transmission number is 50. Similar to certain other 

methods, the BCST protocol gives 20 percent good efficiency.  Tables of the 

PLR shows the TDMA and 802.15.4 protocols have more packet loss and 

CSMA and BCST has a less packet loss. 
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Fig. 4. Average Delay for RR 

The figure described represents the typical first-to- end interval throughout the 

reporting count. End-to-End delay means time takes by the packet to travels to 

reach from source to destination node. Number of packets transfer using TDMA 

protocol takes more time than the other protocols. CSMA also takes more time. 

The number of packets transfer via BCST protocols takes less time as compare 

to other protocols to reach destination. The other protocol like 802.15.4 also 

takes less time but the number of packets is increase delay is also increases but 

in case of BCST protocols number of packets increase delay time will be 

decrease. 

 
Fig. 5. Average Throughput for RR 
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Above graph shows Average throughput for reporting time. The BCST protocol 

gives better results when it is compared to CSMA. The Control overhead in 

BCST protocol is also less when it is matched with BCST protocol shown in 

table. The similar methods same like T.D.M.A and 802.15.4  as compare to 

BCST has less throughput. When nodes send 10 packets per sec using BCST 

and CSMA protocol has 90 to 95% throughput but in case of sending 50 packets 

BCST protocol has 90% throughput and in CSMA protocol has 70% reporting 

rate. In TDMA and 802.15.4 protocol have lowest throughput i.e. 0 to 20.   

5. CONCLUSION  

A BCST – bandwidth control sectoring protocol is a novel protocol designed for 

congestion control and achieving QoS parameters of wireless networks.  

Compared to conventional tech like C.S.M.A, T.D.M.A and 802.15.4, the said 

protocols perform greatly good outcomes. BCST protocol gives almost 17-20% 

better result for PDR, 15-20% better result for PLR, 5 to 10% better result for 

delay and 20 to22% increased outcome case of system throughput as compare to 

second best protocol CSMA. BCST is almost 40 to 50% great as similar to 

T.D.M.A and 802.15.4 for all QoS parameters. Sectoring technique in BCST 

helps to reduce heavy traffic, congestion and improve system performance. We 

will use the modified M.A.C method in proposed development that will blend 

C.S.M.A and BCST protocol for stronger system performance. 
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